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Abstract of the Dissertation

Search for the Standard Model Higgs Boson at
DØ in the Final State with Two τ ’s and Two

Jets

by

Kathryn Ann Tschann-Grimm

Doctor of Philosophy

in

Physics

Stony Brook University

2011

The Standard Model (SM) is a very successful description of
particle physics, and its predictions have stood up to a multitude
of precision experimental tests. But one of the central elements of
the SM, the Higgs mechanism, has yet to be verified. The Higgs
mechanism (and the associated Higgs Boson) generates electroweak
symmetry breaking and consequently allows for W and Z bosons
and fermions to be massive. This thesis presents a search for the
SM Higgs boson at the DØ experiment using the Tevatron particle
accelerator at Fermilab in the final state ττ + jet jet with 4.3
fb−1 of data. This final state is sensitive to the Higgs production
mechanisms gluon-gluon fusion and vector-boson fusion, and to
the Higgs produced in association with a W or Z, for Higgs masses
from 100 to 200 GeV. We see no evidence for the Higgs boson, but
by itself our search does not rule out the SM Higgs. When this
analysis is combined with other searches at the Tevatron the Higgs
can be ruled out at a 95% confidence level for the mass range from
156 to 177 GeV.
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action. It has the units of length squared (or Energy squared).

• eV : electron (e) volt (V), the unit of energy used in particle physics. An
electron volt is defined as the energy required to accelerate an electron
through a potential difference of one volt. In this thesis the standard
energies are quoted in giga electron volts, or GeV. For convenience, units
are quoted with the assumption that c, the speed of light, and h̄, Planck’s
constant, are 1, so that masses and momentums are also quoted in terms
of eV or GeV.

• KS test: The Kolmogorov Smirnov test is a measure of how well the
shape of two distributions match. Unlike a χ2, the KS test aims to dis-
regard differences in absolute normalization between two distributions.
A full description is given here: [1]

• Luminosity: relates the event rate to the interaction cross section at a
collider. It is given by,

L = f
n1n2

4πσxσy
(1)

where n1 and n2 are the number of particles in the colliding bunches,
f is the frequency of collision, and σx and σy characterize the Gaussian
transverse beam profiles in the horizontal and vertical directions [5].

• MET: Abbreviation for Missing Transverse Energy (also, 6ET ), which
is used to account for neutrino transverse energy. This is described in
section 2.3.12.

• pion (π): a meson made of up (u) and down (d) quarks. It can be
negatively charged (du), positively charged (ud), or neutral ( 1√

2
(uu+dd))

• pT : the transverse momentum. This quantity is invariant to boosting
in the beam direction and is conserved in observed particle collisions at
DØ or ATLAS because of the 4 π coverage of the detectors.



Coordinates:

• Zvtx: The distance from the interaction point along the beam line.

• φ: The direction perpendicular to the beam. Following the coordinates
in Fig. 2.3 this is the angle in the x − y plane. The φ=0 reference is
defined as the +y direction (straight up from the floor of the detector
hall) and φ=π is the −y direction (straight down to the floor).

• η: the pseudorapidity. Using the spherical coordinates r, θ, φ, the pseu-
dorapidity is defined as η = −ln[tan( θ

2
)]. The variable θ is defined such

that θ = 0◦ is the direction of the proton beam, and θ = 180◦ is the
direction of the anti-proton beam. Consequently large positive values of
η are in the direction of the proton beam, large negative values of η are
in the direction of the antiproton beam and η of 0 is perpendicular to
the beam at the interaction point. In the limit where particle mass goes
to zero, the pseudorapidity is close to the rapidity, defined as

y =
1

2
ln(

E + pL
E − pL

) (2)

where pL is the component of the momentum along the beam direction.
Rapidity differences are invariant to Lorentz boosting along the beam
direction.

• ∆R in detector space is ∆η ⊕∆φ (⊕ indicates sum in quadrature)
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0.1 Introduction

This thesis describes the search for the Standard Model Higgs boson at DØ
in the final state with two taus and two jets. The theoretical motivation for
the Higgs boson is described first, along with theoretical bounds on the Higgs
mass. Then a description of the Tevatron and DØ is given, followed by the
presentation of the tau tau jet jet Higgs search.

There is also a section describing the calibration of the Liquid Argon EM
calorimeters at ATLAS using Z → ee decays. This was my main project
during the years I spent on the ATLAS experiment. A brief introduction of
this work is presented in Part 3, and a copy of the ATLAS note describing the
calibration is in the Appendix.
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Part I

Theoretical Motivation and Tools for the

Higgs Search
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Chapter 1

The Standard Model and ElectroWeak

Symmetry Breaking

1.1 Overview of the Standard Model

The Standard Model (SM) is an SU(3) x SU(2) x U(1) gauge theory that
aims to provide a complete theory of the strong, weak, and electromagnetic
interactions of elementary particles. (In a very non-precise explanation, U(1)
is the symmetry group associated with electric charge (or hyper charge), SU(2)
with isospin, and SU(3) with the three quark colors.) The elementary particles
including quarks, gauge bosons, and leptons are listed in Tables 1.1 through
1.3. These fall into two catagories: bosons and fermions. Bosons are particles
with integer spin that obey Bose-Einstein statistics. The bosons listed in Table
1.2 are elementary bosons, which are force carriers. There are also composite
bosons which are hadrons with integer spin (such as pions). Fermions are
particles with half integer spin which obey Fermi-Dirac statistics and the Pauli
exclusion principle. Most matter is made up of fermions.

Fermions and bosons interact via the fundamental forces in the following
ways:

• The Electromagnetic Force. The photon is the force carrier for elec-
tromagnetism. A photon can be exchanged or created/absorbed by any
particle with electric charge. Photons are massless and can travel infinite
distances, so the range of the EM force is infinite.

• The Weak Force. The W and Z bosons are the carriers of the weak force.
The weak force can change the flavor of quarks and leptons, and it is the
force at work in radioactive decays.

• The Strong Force. Gluons are the carriers of the strong force, which
is responsible for holding nuclei together. Gluons act on particles with
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color charge, which are quarks and themselves. The strength of the
strong force increases with distance. Because of this quarks are confined
and do not exist alone as single particles.

Charge Quark (mass)
+2

3
up (1.7-3.3 MeV) charm (1.27 GeV) top (172.0 GeV)

-1
3

down (4.1-5.8 MeV) strange (101 MeV) bottom (4.19 GeV)

Table 1.1: The quarks and their charges and approximate masses. (Masses have a
model dependence. See description in [5].)

Gauge Bosons Mass Associated Coupling
γ (photon) 0 α ≈ 1

137

Z (weak boson) 91.1876 GeV αW = α
(MW /mp)2

≈ 10−6

W± (weak boson) 80.399 GeV αW
g (gluon) 0 αs ≈ 1

Table 1.2: The force carriers [5].

Massive Lepton Mass Associated Lepton Neutrino
e 0.51 MeV νe
µ 105 MeV νµ
τ 1.78 GeV ντ

Table 1.3: The leptons [5].

The Standard Model has been a very successful predictive tool. It has, for
example, predicted the existence and mass of the the W and Z bosons, as well
as the charm quark, the top quark, and many couplings. But the Standard
Model Lagrangian describes massless particles. In order for it to describe the
massive Z and W bosons and the masses of fermions, something must be
added to introduce a mass term without breaking the gauge invariance of the
Lagrangian. A simple addition to the current theory which achieves this is the
Higgs Mechanism.
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1.2 The Higgs Mechanism

Write down the most simple Lagrangian for a U(1) gauge theory [2]:

L = −1

4
FµνF

µν (1.1)

Local gauge invariance says that the Lagrangian should be invariant under
local gauge transformations. Adding a mass term at this point would violate
local gauge invariance. This equation describes the massless photon.

Now add a complex scalar field to the lagrangian that is the minimal cou-
pling to the photons with charge e.

L = −1

4
FµνF

µν + |Dµφ|2 − V (φ) (1.2)

where D is the covariant derivative (so |Dµφ|2 is the kinetic part) and V is
the most generic renormalizable potential

Dµ = ∂µ − ieAµ (1.3)

V (φ) = µ2|φ|2 + λ(|φ|2))2. (1.4)

Here µ is a mass and λ is the coupling of the 4-boson vertex. In this most
generic potential, the µ2 term can be either positive or negative. If it is positive
the scalar potential looks like the curve in Figure 1.1 with the minimum at
φ = 0. In order to describe massive particles the potential needs to have a
non-zero stable minimum. If µ2 is negative then the potential has the shape
in Figure 1.2 like a sombrero. Here the minimum energy states are not at φ
= 0, but rather at

φ = ±
√
−µ2

λ
(1.5)

To examine quantum fluctuations we do a perturbative expansion around
one of the minimums. ( It doesn’t matter which minimum we choose to expand
around, but we do have to pick one, and once we do, the symmetry of the
potential will be broken. This is called electro-weak symmetry breaking.)

φ = ±
√
−µ2

λ
+ σ(x) (1.6)

then the lagrangian looks like this

L =
1

2
(∂µσ)2 + µ2σ2 − (

√
−µ2

λ
λσ3 +

1

4
λσ4) +X (1.7)
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where the higher order terms are absorbed into X. The third term represents
the interaction of the field with itself, and the second term is a mass term,
such that

m =
√
−2µ2 (1.8)

So by choosing µ2 to be negative the Lagrangian now describes particles
with mass.
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Figure 1.1: The scalar potential with µ2 > 0
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Figure 1.2: The scalar potential with µ2 < 0
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1.3 Theory Arguments for Constraining the

Higgs Mass

Bounds can be placed on the possible mass of the Higgs using arguments
of “triviality” and vacuum stability [3] [6].

The triviality argument involves placing a bound on the Higgs coupling
to scalars (which depends on the Higgs mass) so that it is not zero and not
infinity. A coupling of zero would mean that the Higgs does not couple with
any other field, making the theory trivial. A coupling of infinity would provide
no predictors (perturbation theory would not be possible) and make the theory
useless.

First consider the Lagrangian for just a scalar theory, without coupling to
gauge bosons or fermions. Write a kinetic term plus a potential part:

L = ∂µφ∂µφ
† − µ2φφ† − λ(φφ†)2 (1.9)

where here λ is the Higgs coupling to scalars which depends on the Higgs mass
and the vacuum expectation value, v:

λ =
M2

h

2v2
. (1.10)

Also define Qo and Q as the energy scale at which we know λ and some other
energy scale, respectively. In the Standard Model we take Qo to be equal to v.
Quantum field theory gives us an expression for the change in λ with respect
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Figure 1.3: The scalar potential with λ < 0
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to Q due to self interactions of the scalar field:

dλ

dt
=

3λ2

4π2
, (1.11)

where t ≡ log(Q2/Q2
o). This equation can be solved to get λ as a function of

Q:

1

λ(Q)
=

1

λ(Qo)
− 3

4π2
log(

Q2

Q2
o

) (1.12)

Make the choice that the “other energy scale”, Q, is the highest energy
scale to which the Standard Model is valid, Λ. This bound for new physics
is often taken to be 1016 GeV. (The scale for Grand Unification, in many
theories.) Rewrite eq. 1.12 with Q = Λ and Qo = v :

1

λ(Λ)
=

1

λ(v)
− 3

4π2
log(

Λ2

v
). (1.13)

Now make the requirement that λ is not infinite.

1

λ(Λ)
> 0. (1.14)

Rewrite in terms of eq. 1.13:

1

λ(v)
− 3

4π2
log(

Λ2

v
) > 0. (1.15)

Substitute eq. 1.10:
1
M2

h

2v2

>
3

4π2
log(

Λ2

v
) (1.16)

which can be written as an upper bound on the Higgs mass:

M2
h <

8v2π2

3 log(Λ2

v
)

(1.17)

Taking Λ as 1016 GeV and v taken as 150 GeV, near the most sensitive range
at the Tevatron and LHC, gives a limit:

Mh < 160GeV. (1.18)

If we take Λ as 3 TeV there is a weaker limit:
Mh < 600GeV .

8



This calculation is for the case of a scalar Higgs field. When interactions to
fermions and gauge bosons are added, the coupling becomes more complicated,
and most, relevantly, depends on heavy fermion masses, namely the top mass.

dλ

dt
=

1

16π2
[12λ2 +12λg2

t −12g4
t −

3

2
λ(3g2 +g′2)+

3

16
(2g4 +(g2 +g′2)2)] (1.19)

Now if we calculate the bound for Λ = 1016 GeV and a top mass of 175
GeV, the Higgs mass must be less than 170 GeV.

To bound the Higgs on the lower side, we consider vacuum stability. In the
potential in Figure 1.2 V(v) is smaller than V(0). Referring to Eq. 1.4 we
can say this is essentially the same as requiring that λ is positive. If this were
not true, if you had a potential like the one shown in Figure 1.3, there would
be no global minimum (and the local minimum would be at 0, removing the
raison d’etre of the Higgs mechanism).

If we assume small values of λ, we can drop the λ and λ2 terms in Eq.
1.19, leaving only the constant terms. (Since λ is the coefficient in front of the
higher order φ4 term we expect it to be small.)

dλ

dt
=

1

16π2
[−12g4

t +
3

16
(2g4 + (g2 + g′2)2)] (1.20)

When Eq. 1.20 is integrated we get:

λ(Λ) = λ(v) +
1

16π2
[−12g4

t +
3

16
(2g4 + (g2 + g′2)2)] log(

Λ2

v2
) (1.21)

Now substitute in Eq. 1.10 and put in our requirement that λ(Λ) > 0 to
get a bound on the Higgs boson mass:

M2
h >

v2

8π2
[−12g4

t +
3

16
(2g4 + (g2 + g′2)2)] log(

Λ2

v2
). (1.22)

We can get an idea of the value of the bound if we take Λ as 1016 GeV (this
calculation also uses some higher order terms [4])

M2
h(GeV ) > 130 + 2(mt − 170) (1.23)

or
M2

h(GeV ) > 134 (1.24)

with the value of the top mass included [5].
So together Eq. 1.24 and 1.18 say that the Higgs mass should be between

134 and 160 GeV. If we had chosen a lower value for Λ we would get a larger
range for the Higgs mass (see Figure 1.4).
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1.4 Theory behind event simulation

The Monte Carlo simulations used in this analysis start with the generators
Alpgen and Pythia. These programs are described briefly below. The biggest
challenge for Monte Carlo simulation is accurately describing jet and multi-jet
processes. In general there are two methods to do this: with Parton Shower
Models, and with Matrix Element calculations. The Matrix Element procedure
is to calculate all the possible Feynman diagrams for a chosen jet multiplicity.
This requires choosing the order to which you will calculate the amplitudes
and choosing a cut off for calculating soft and collinear poles. It is hard to
calculate events with more than a few jets in this way. The parton shower
method tries to approximate all terms, rather than calculating a few terms of
the expansion exactly. [8]

The pieces of jet events which need to be modeled are:

• the hard process: the interaction of the initial colliding partons (well
understood with perturbative calculations)

• the parton shower: production and cascade of particles from accelerated
charged particles and accelerated colored particles (fairly well understood–

Figure 1.4: Bounds on the Higgs mass as a function of Λ, the scale to which the
Standard Model is valid.
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perturbative calculations plus approximations)

• hadronization: formation of jets (See 2.3.10) (less well understood, but
models are well constrained by data)

• the underlying event (least understood)

PYTHIA
The signals and the diboson background in our analysis are generated using
Pythia [10]. Pythia’s strong suit is modeling hadronization and showering. (It
is less good at modeling multijet events.) Pythia generates events according
to Leading Order (LO) calculations of cross section and them uses parton
showers to model QCD and radiation. The string model is used to approximate
hadronization, based on the ideas of linear confinement.

ALPGEN
The backgrounds W + jets, Z + jets, and tt in this analysis are generated
using Alpgen [17]. Alpgen is also a LO generator but it uses exact Matrix
Element calculations to generate QCD processes and EM interactions at the
parton level. It is quite successful in modeling multijet events, but not as
good at modeling showering and hadronization. For this reason many of our
background samples are simulated with Alpgen at the parton level and then
with Pythia for the hadronization and showering.

When Pythia and Alpgen are used together, care must be taken to avoid
double counting events in multijet production. “Matrix element matching”
aims to eliminate double counting by matching jets to partons from the hard
scattering process; this way each parton corresponds to 1 jet.

The single top background is simulated with CompHEP, which is a next-to-
leading over generator. CompHEP calculates cross sections at next-to-leading
order using the squared Feynman diagram technique.

In order to better match what is seen in data, corrections are applied to
MC jets: referred to as Jet Smearing, Shifting, and Removal (JSSR):

• The jet transverse energy is smeared in order to give MC jets a resolution
more similar to data jets. The smearing factor is taken from a Gaussian
distribution with a width σsmear, where

σsmear =
√
σ2
data − σ2

MC (1.25)

with σdata and σMC denoting the widths of the jet transverse momentum
distributions in data and MC.
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• When the jet energy scale (JES) corrections derived for data are applied
to MC, the jet energies become a little too high. A shift is applied to
bring them down to match data.

• Jet ID efficiency is slightly higher in MC than in data so a percentage of
MC jets are removed until their ID efficiency matches that of data.
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Part II

The ττ jet jet Higgs Search at DØ
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Chapter 2

Description of the Tevatron and DØ

2.1 Introduction

The Tevatron is located at Fermi National Lab in Batavia, IL. It is the
largest of 7 accelerators at the lab, used to take protons and antiprotons to
a final center-of-mass energy of

√
s = 1.96 TeV. Protons and antiprotons are

collided at two points along the Tevatron, and the collisions are recorded by two
multi-purpose detectors: CDF and DØ. The sections below outline how the
protons and anti-protons are created, how they are accelerated, and how they
are collided. This thesis uses data from the DØ detector, which is described
in some detail in section 2.3.

2.2 The Tevatron

First Steps in proton acceleration: Magnetron Chamber, Cockcroft-Walton
Generator, Linac. The high-energy collisions at the Tevatron start with a
small bottle of hydrogen gas (H2). This canister holds enough hydrogen gas
(H2) to supply the Tevatron with protons for 6 months. In the first step to-
ward acceleration, the hydrogen is ionized in a magnetron chamber (becoming
H−) and then sent along an electric field to a Cockcroft-Walton generator. A
diagram of a magnetron is shown in Figure 2.1. The Cockcroft-Walton gen-
erator is a voltage multiplier that takes the H− ions across higher and higher
voltages, finally giving them 750 keV. Then the H− is bunched in a radio
frequency (RF) cavity and sent into the Linac. The Linac is a series of RF
cavities which accelerate the H− ions. The cavities and varying electric field
are constructed so that particles are pulled from negative to positive voltage,
then shielded as the field oscillates to what would be a decelerating direction,
and then exposed again to the next accelerating voltage. After a series of
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these cavities and gaps the particles reach an energy of 400 MeV. The timing
and spacing of the gaps, cavities, and voltages keep the particles in bunches.
Particles at the front of the bunches are accelerated less and those at the end
of the bunches are accelerated more. On leaving the Linac the particles are
grouped in bunches with a frequency of approximately 200 MHz.

The Booster and Main Injector. The limitation of a linear accelerator is
that particles can only be accelerated through it once. For further acceleration
the protons are sent through a series of circular accelerators. (The Main
Injector cannot accept particles at the energies they come out of the linac
because it would be hard to maintain a stable guide field for particles with
an energy range from 400 MeV to 150 GeV. The series of circular accelerators
increase the particle energy in steps.) The H− ions from the Linac are passed
through a carbon foil to strip their electrons as they are injected in to the first
circular accelerator, a 475m synchrotron called the Booster. (Here one might
ask why the H+ was ionized to H− in the first place if the electrons need to
be stripped off again before entering the Booster. The answer is that, unlike
positive charged particles, H− ions approaching the Booster can be bent to
the central orbit by the same field that is guiding the protons.) The Booster
uses 18 RF cavities to accelerate the particles to 8 GeV after about 20,000
rotations. Magnets keep the particles in line around the Booster. The final
step before going into the Tevatron is acceleration in the Main Injector (MI).

Figure 2.1: Diagram of a magnetron, which is used to produce negative H ions. A
plasma is created out of the injected H2 gas and the positive ions pick up electrons
by hitting the cathode. The magnetron replaced an earlier duoplasmatron, which
created H+ ions, in order to increase the beam quality in the Booster [7].
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Here protons from the Booster are brought to 150 GeV before being sent to
the Tevatron [24].

Antiproton Production: Target, Debuncher, Accumulator. During stacking
the MI is also used to accelerate protons to 120 GeV to be used in antiproton
production. The 120 GeV protons are shot at a nickel alloy target to create an-
tiprotons. Antiprotons are produced in the p+Ni interaction along with pions,
kaons, muons, and other particles. It takes around 100 000 protons to pro-
duce a few antiprotons. A pulsed dipole magnet selects (negatively charged)
antiprotons with 8 GeV away from the other particles. The antiprotons will
be held in the Accumulator but first their momentum and transverse spread
is reduced (“cooled”) so they can be efficiently transfered and so that enough
antiproton bunches can be stacked in the Accumulator for high Luminosity
running. The bunches are cooled in the Debuncher, a triangular synchrotron
at the Antiproton Source. Only one pulse of antiprotons is in the Debuncher
at a time (these are the antiprotons created with the 82 proton bunches sent
to the target at a time.) Antiprotons enter the debuncher from the target in
pulses that are short in time; RF bunch rotation turns the bunches in phase
space so that they are spread in time but have a small momentum width.
Adiabatic debunching further reduces the momentum spread by lowering the
RF voltage. Stochastic cooling is also used in the Debuncher. As particles
go around the Debuncher, pickups measure their position. If they are at the
edges of the compact p bunch, a message is sent across the Debuncher so that
when the particles reach the other side the kicker there will push them back
in line. Bunched antiprotons are transfered to the Accumulator (the second
triangular synchrotron) and stacked there until enough have been accumulated
to be transfered back to the MI (currently about 12 hours). While in the Ac-
cumulator the antiproton momentum spread is kept at a desired level with RF
bunch rotation and stochastic cooling.

During shot setup antiprotons are extracted from the Accumulator and sent
to the Recycler and then the MI. The recycler also uses stochastic cooling and
electron cooling to create compact bright bunches of antiprotons. (Previously
it also accepted ”recycled” antiprotons from the Tevatron but this is no longer
done.) These bunches are injected into the MI and then the Tevatron.

Tevatron and Collisions. Once inside the Tevatron protons and antiprotons
are accelerated from 150 GeV to 980 GeV, and are collided at a center of mass
energy of 1.96 TeV. The proton and antiproton beams are accelerated and
held in their circular paths with over 1000 superconducting magnets with field
strengths of 4 T and more than 1100 Radio Frequency cavities. Because the
beams have opposite charges and go in opposite directions, the same magnets
can be used to accelerate and contain both beams. During normal operation
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each beam is comprised of 36 bunches of protons and 36 bunches of antiprotons
with about 1011 particles in each bunch. The Tevatron is currently running at
very high luminosities, and recently set a record luminosity of 431x1030 cm−2

s−1 at DØ. The beams are focused and made more dense with quadrupole
magnets (called “going to low beta” or “squeezing”) before crossing at the
CDF and D0 detector sites.

Accelerator Concepts 

Concepts v3.6 3 
 

I.  INTRODUCTION 

A.  Purpose of the book. 

 Learning about the various accelerators and subsystems found at the lab is a full time job.  

The intent of this book is to familiarize the new operator with some of the accelerator concepts 

that he or she will encounter again and again. 

B.  Characteristics of Fermilab accelerators 

 The Operations Department is responsible for the efficient running of a number of 

different accelerator systems: The Pre-accelerator, Linac, and Booster (collectively known as the 

Proton Source), Main Injector, Recycler, Tevatron, Debuncher and Accumulator.  (These last 

two machines are referred to as the Antiproton Source).  Operators are also responsible for 

operating the various transfer lines between the different accelerators as well as those between 

accelerators and experiments.  In the next few pages, this Rookie Book will address the general 

characteristics of these machines. 

 Below, you will find a map of the FNAL site and a brief introductory description of each 

of the accelerators found here. 

 
 As an aid to understanding the terminology used to describe the beam energies reached in 

the various accelerators, it is useful to define the unit ‘eV’, or electron volt.  One eV is the 

amount of kinetic energy given to a particle with the same charge as an electron crossing a 

potential difference of one volt.  This unit is most useful for our purposes in much larger 

quantities; thus a series of semi-metric prefixes has been developed: KeV (Kilo-electron volt, 

Figure 2.2: The Tevatron complex of accelerators. Animals are shown for above-
ground orientation.
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2.3 The DØ Detector

A schematic of the DØ detector is shown in Fig. 2.3. The detector encircles
the beam pipe and is centered on the beam crossing interaction point. It is 20
m long, 13 m high and wide, and has a solid angular coverage of almost 4π. It
is comprised of a concentric detector systems: a tracking system surrounded by
a 2 T solenoid, a calorimeter with electromagnetic and hadronic sections, and
a muon detector. The DØ detector began taking data in 1992. Between 1996
and 2001 the detector underwent significant upgrades including a new silicon
vertex detector (SMT), the addition of the solenoid, the preshower detectors,
improved resolution and triggering capability in the muon detector, and very
significant trigger upgrades. Data taken after 2001 is called Run 2. In 2006
there were further upgrades: the addition of Layer 0 in the SMT, and further
updates to the trigger. This analysis only uses data from the Run 2b period
from 2006 to 2009, and so only the upgraded detector is described.

Figure 2.3: A diagram of the DØ detector.
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2.3.1 Detector Subsystems: The Tracking System

The tracking system consists of the Silicon Microstrip Tracker (SMT) and
the Central Fiber Tracker (CFT), surrounded by the solenoid magnet. This
is the inner-most piece of the DØ detector, with the SMT surrounding the
beam pipe and the CFT surrounding the SMT. They are designed to detect
the tracks of particles coming out of collisions (which are curved by the mag-
netic field) and can locate the primary interaction vertex with a resolution of
35 µm along the beamline. Precision vertex locating is especially important
in jet b-tagging. The tracking system makes it possible to tag a b-jet with a
resolution in the distance of closest approach to the beam axis of 15 µm in
the r − φ plane for particles at small η. The b-tagging relies on the fact that
b quarks form B mesons, and B mesons travel on the order of 1 mm (corre-
sponding to an average lifetime of 10−12s) before decaying. Therefore, vertex
resolution smaller than 1 mm is essential for b-tagging.

Silicon Microstrip Tracker (SMT)

The SMT is used for both triggering and vertexing. The design of the SMT
is shown in Fig. 2.4. It is advantageous for the silicon strip planes to be
positioned perpendicular to the direction of particle tracks so that each par-
ticle goes through as many layers of the tracker as possible and maximum
information about the particle track is recorded. This is why the tracker is a
barrel shape with interspersed disks at low eta and a series of disks along the
beam pipe at higher eta. There are 6 barrels sections, each consisting of layers
of silicon detector strips. The strips are made of doped silicon semiconduc-

Figure 2.4: A diagram of the SMT. The H-disks are shown in addition to F-disks,
but these were removed in Run2b. (Their readout channels were replaced with
“Layer 0”.)
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tor and each one has a voltage difference across it. When a charged particle
passes through it creates electron-hole pairs, and the applied voltage makes
the charge collect on one or both sides (there are single-sided and double-sided
versions) where it can be digitized and read out, to be used to reconstruct the
spatial track of the particle. Each barrel has a module of microstrips called an
F disk at the high η end. Then at higher eta on each side of the interaction
point there are three more F disks. In Run2b (starting in 2006) an extra layer
of barrel silicon detectors were added, called Layer 0, to compensate for aging
effects and provide improved secondary vertex resolution [12].

Central Fiber Tracker (CFT)

The Central Fiber Tracker (CFT) surrounds the SMT. It is made of scin-
tillating fibers which run parallel (or nearly parallel) to the beam pipe and
occupy the radial area from 20 to 52 cm (see Fig. 2.6). The fibers are laid in
layers held in 8 concentric cylinders– the 6 outer-most of these are 5.52 m long
and extend over the full length of the beam pipe (|η| < 1.7). In each cylinder
pairs of layers of fibers alternate between an orientation exactly parallel to the
z-axis, and about + or − 3 degrees off of this axis. The fibers are made of
polystyrene (PS) doped with paraterphenyl (paraT) and with a small concen-
tration of 3-hydroxyflavone (3HF). When a charged particle goes through the
fibers the PS excites and causes the paraT to fluoresce in 340 nm wavelength
light. The 3HF absorbs the 340 nm radiation and re-emits it at 530 nm, which
is more easily transmitted through PS. The scintillation light travels down
the fiber to a wave guide and out to a visible light photon counter (VLPC).
VLPCs are silicon avalanche photodetectors that operate at a temperature of
9 K (they are housed with their main components in the cryostat below the
detector). They are able to detect single photons, have a quantum efficiency
above 75%, and can operate in a high background environment [12]. VLPCs
are also used for readout in the preshower detector.

2.3.2 Detector Subsystems: Preshower

Between the tracking system and the calorimeter is the preshower scintil-
lator detector. It is made up of a central part (CPS) around the outside of
the solenoid (|η| < 1.3), and two forward detectors (FPS) on the inner faces
of the calorimeter end caps (1.5 < |η| < 2.5). These are shown in Fig. 2.11.
The preshower detector aids in spatial matching between the tracking system
and the calorimeter. It acts as both a calorimeter and tracker itself because it
is able to give fast energy and position measurements.
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A drawing of the configuration of scintillators in the preshower detector
is shown in Fig. 2.7. Triangular strips of polystyrene plastic scintillator are
interleaved providing continuous coverage between strips. The center of each������yyyyyy

Figure 2.5: The 8 CFT axial doublet layers and CPS axial layer [12].

Figure 2.6: Event view of a collision at DØ. Hits in the tracking system are shown
as dots on the concentric circles representing the layers of the SMT and CFT. Arcs
and lines have been draw where tracking algorithms determined particle tracks.
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strip has a wavelength shifting fiber that carries light to the end of the detector.
The light is read out using VLPCs (described above). The CPS consists of
three layers of 1280 strips each, oriented along the z axis and at stereo angles
of about ±24o. The FPS has two layers of strips on each side of a lead and steel
absorber. The layers inside (closer to the interaction point) the absorber are
called the minimum ionizing particle layers (MIP) and the layers outside the
absorber are called the shower layers. Charged particles will leave minimum
ionizing signals in the MIP layer. Electrons and photons will shower in the
absorber and leave wide signals in the shower layers. Hadrons are less likely
to shower in the absorber and will leave a second MIP signal in the shower
layers.

2.3.3 Detector Subsystems: The Calorimeter

The calorimeter is designed to measure the energy of electrons, photons and
jets. It is also used in object identification, and to measure transverse energy
balance in events (to indirectly measure neutrinos). A picture of the calorime-
ter is shown in Figure 2.8. It is made of a central barrel-shaped calorimeter
(the “CC”) that encircles the tracking and preshower detectors and two end
cap calorimeters that extend to η of 4.2. Each of these is contained in its own
cryostat and kept at 90 K [12]. The part of the calorimeter closest to the beam
is the electromagnetic section, followed by a fine hadronic section, and finally
a coarse hadronic section. It is a sampling calorimeter that uses liquid argon
(LAr) as the active material. Each part of the calorimeter is constructed with
layers of absorber plates and copper pads with a resistive coating separated
by LAr filled gaps. Fig. 2.10 shows the absorption/gap structures used in the
calorimeter. The calorimeter absorber layers are designed to stop electrons
and photons in the EM layers and hadronic particle in the outer layers.

Electrons lose energy in a medium through ionization and bremsstrahlung.
Bremsstrahlung (“braking radiation”) is the process in which an electron is
accelerated by the electric field of a nucleus and so releases a photon (e→ eγ).
Photons lose energy through pair production (γ → e+e−). Radiated photons
from bremsstrahlung will pair produce, and electrons from pair production
will bremsstrahlung, so that as primary electrons and photons are stopped in
the calorimeter there is a shower of particles.

When particles pass through the layers of absorber plates, the absorbed
energy ionizes atoms in the LAr. A voltage difference is held between the
absorbers and the resistive coating on the copper pads, which causes the elec-
trons from the ionized LAr to drift towards the pads. A charge is read out
from the copper pads which is proportional to the energy lost in the absorbers.
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The electron drift time is about 450 ns across the LAr gap. The mean

���� ���� ��� ��� ������ ��� ��� ���� ���� ���� ���� ���� �������� ���� ����
Figure 2.7: Diagram of the scintillator strips used in the preshower detector.

Figure 2.8: The calorimeter.
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bunch crossing time is 396 ns, so there can be some pile up of energy in the
detector. As part of the the calorimeter readout, the signal from 396 ns before
(the previous crossing) is subtracted to remove pile up.

The materials and thicknesses used for absorbers in the different sections of
the calorimeter is based on the ways that EM objects (electrons and photons)
and hadronic objects (jets made mostly of pions) lose energy in the calorimeter.

Energy loss through ionization is described by the Bethe-Bloch formula
(see [2]). Taking ionization and bremsstrahlung together, the energy of an
electron passing through a material of thickness x is on average

E = E0e
−x/X0 (2.1)

where E0 is the initial energy of the electron and X0 is the radiation length, a
property of the medium.

As photons pair produce their intensity goes down by a factor of e after a

Figure 2.9: Cross section of a quarter of the tracking system and the calorimeter.
The calorimeter part has shaded cells representing the calo towers. The centers of
the cells lay along lines projecting from the interaction points. The area between
1.1< η < 1.4 is the Inner Cryostat Region.
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distance of 9
7
X0 in a medium.

The absorbers in the EM section are made of thin pieces of uranium (3 mm
thick in the CC and 4 mm thick in the EC). The depths of the EM layers of the
calorimeter are designed to optimally sample EM showers, which on average
will peak in the middle of the layers (though the shower maximum position is
logarithmically energy dependent). The thicknesses of the four layers are 1.4
X0, 2.0 X0, 6.8 X0, and 9.8 X0 [2]. The cells are ∆η = 0.1 by ∆φ ≈ 0.1 (or
∆η = 0.05 by ∆φ = 0.05 in EM layer 3); this contains most EM showers [12].

Hadrons lose the majority of their energy in material through strong in-
teractions. Pions and protons (or other hadrons) interact with the nuclei in
the material via the strong force and form new particles with lower energies.
These resulting particles repeat the process, creating a shower of lower and
lower energy particles. The particles lose energy to ionization, but this does
not change the fractional energy until the particles get down to low energies
from strong interactions. Then ionization takes over as the stopping force.
The mean free path of a particle before it has an inelastic collision with a nu-
cleus is called the absorption length, λA. The absorption length is larger than
the radiation length, so it takes more material to contain a hadronic shower
than an EM shower (more material to stop a hadron than an EM particle),
and for this reason the hadronic layers of the calorimeter are thicker than the
EM layers.

In the fine hadronic section of the calorimeter niobium-uranium is used as
the absorber in thicknesses of 6 mm. The coarse hadronic section uses copper

Figure 2.10: The absorption/gap structures used in the calorimeter.
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in the CC and steel in the EC, both 46.5 mm thick. The unit cells (see Figure
2.10) vary in thickness between about 1 absorption length in the fine hadronic
section (there are four unit cells in the CC and 4 in each EC) and about 4 λA
in the coarse section (there is one unit cell in the coarse hadronic portion of
the CC and one in each EC). The cells are also ∆η = 0.1 by ∆φ ≈ 0.1 in size,
but as the hadronic layers are further out from the beam than the EM layers
this is a larger area and adequate to contain the hadronic showers.

2.3.4 Detector Subsystems: The InterCryostat Detec-
tor

Between the central calorimeter (CC) and end cap calorimeters (EC) there
are regions of lower resolution due to dead material from cables, supports,
and the cryostat walls. See rapidity region 0.8< |η| <1.4 in Figure 2.9. To
get back some of the lost energy response in this region scintillating sampling
material is attached to the exterior surfaces of the cryostats. This is called the
InterCryostat Detector (ICD). The position of the ICD is shown in Figure 2.11.
The scintillating part of the detector is made of Bicron BC-400 scintillating
tiles, which are housed in aluminum boxes to shield against outside light.
Signals are carried through optical fibers to photomultiplier tubes. There are
also calorimeter cells called massless gaps inside the cryostats at the ends of
CCFH modules and the front face of ECMH modules, which give information
on the unsampled material in the region.

2.3.5 Detector Subsystems: The Muon Detector

Muons only deposit a small amount of energy in the calorimeter. Although
electrons lose energy through emitted photons as they are decelerated by the
electric field of nucleons in the calorimeter, it takes much more to slow a
muon, with a mass about 200 times larger. (Energy loss from Bremsstrahlung
∝ 1/m4.)

The muon detector is placed outside of the calorimeter so that other par-
ticles are contained before we try to detect them. A diagram of the pieces of
the muon detector is shown in Fig. 2.12. It consists of scintillator counters, 3
solid iron toroid magnets, and drift tubes.

Drift tubes are arranged in sheets on all sides of the detector. Proportional
Drift Tubes (PDTs) are a part of the original Run1 detector and cover to η
of 1.0. For Run 2 Mini Drift Tubes (MDTs) were added out to η ≈ 2.0. The
PDTs are filled with Argon gas (84% Argon, 8% CF4, and 8%CH4), with a
wire running down the center. MDTs are filled with 90% CF4, and 10%CH4.
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When muons pass through the tubes they ionize the gas. The wires are kept
at high voltage so the ionized charge collects on them and is read out as a
signal, where the charge is proportional to the energy lost by the muon. The
MDTs have an improved drift time (time for ionized electrons drifting to the
wire) to the PDTs, providing good timing to the muon measurements. The
good drift tube time is converted to a precision position measurement.

There is a central toroidal magnet (1.8 T) and two forward toroidal magnets
(1.9 T) as a part of the muon detector. The magnets curve muons and allow
for additional pT and charge information (beyond tracker information) to be
measured by the muon detector. In both the forward and central regions there
are three layers of drift tubes: the first layer (the A layer) is inside the toroidal
magnet and the other two are on the outside (the B and C layers). Scintillation
counters are mounted on the “layer-A” PDTs between the calorimeter and
the magnets. There are also scintillation counters on the outside of layers
B and C. These all provide fast information for triggering, muon ID, and
rejecting out-of-time background events (like cosmic rays). There is a gap in

Figure 2.11: A cross section of the DØ detector. Note the position of the Inter-
cryostat Detector.
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the scintillators and PDTs on the bottom of the detector to provide room for
support structures. This reduces muon acceptance by approximately 12%.

In identifying a muon object coincidence is required between the scintillator
and drift tube hits, both inside and outside the toroid magnet.

Figure 2.12: An exploded view of the muon detectors. The left figure shows the
drift tubes and the right figure shows the scintillators.

2.3.6 Luminosity

Luminosity is calculated with information from the Luminosity Monitors
(LM). The Luminosity Monitors are plastic scintillation counters located at
the end of the tracker at z = +140cm and z = −140cm (see Figure 2.11) that
detect inelastic pp collisions. To distinguish inelastic collisions from beam halo
the LMs calculate the z vertex using the difference in time of flight for particles
hitting the + 140cm LM (t+)and the -140cm LM (t−):

zvtx = (c/2)(t− − t+) (2.2)

Real pp collisions should have zvrt <100 cm. Above this the beam halo
begins to show up.

The luminosity is then calculated using the average number of true inelastic
events per beam crossing as measured by the LM, NLM ,

L = fNLM/σLM (2.3)

where f is the beam crossing frequency and σLM is the effective cross-section
for the LM that takes into account its acceptance and efficiency [12]. Also see
[23].
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2.3.7 Triggering

The collision rate at the Tevatron is 1.7 MHz. It would be impossible
(financially and technologically) to store the data from every collision, so a
series of triggers cuts out uninteresting events. The trigger system has 3 levels:

• L1: A hardware trigger with an accept rate of about 2 kHz. L1 uses a
pattern of 128 trigger terms incorporating information from the calorime-
ter, the CTT, muon system, and the FPD. Terms are calculated in 132
ns, creating a deadtimeless L1 decision.

• L2: Hardware and software together, with some object ID. The accept
rate is about 1 kHz. Simplified physics objects are reconstructed in
parallel from each subsystem and then event topologies and correlations
between subsystems are evaluated. See Figure 2.13 for a diagram of the
data flow through L1 and L2.

• L3: A farm of microprocessors which uses algorithms to reduce the rate
to about 50 Hz. This software trigger performs limited event reconstruc-
tion using reference tables with algorithm parameters (the jet algorithm
cone size or the EM fraction, for example).

Events passing the L3 trigger are recorded for offline reconstruction.
The eτjj analysis uses data collected with the single em trigger OR. This is

a logical OR of many EM trigger terms that effectively requires that all events
have at least one loosely defined EM object. In theory, taking all data events
rather than just those passing the em trigger would increase background.

2.3.8 Object Identification: Electron Selection

Electrons are identified using information from the tracking system and
the electromagnetic section of the calorimeter. Reconstruction begins with
clusters of cells in the calorimeter that contain energy deposits above a certain
threshold. A cone algorithm is used to build the initial cluster of cells. The
initial clusters must have an isolation within a maximum value (default = 0.2)
to distinguish them from electromagnetic jet fragments. The isolation is the
ratio of the total energy (the sum of EM and hadronic calorimeter energy)
within a circle of radius R = 0.4 around the highest pT calorimeter tower in a
cluster to the energy in a circle of radius 0.2. The clusters are then matched
to a track and a preshower cluster. Unmatched clusters are attributed to
photons and removed. Appropriately weighted energy from the preshower is
added to that of the calorimeter cluster, and the position of the calorimeter
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cluster+preshower cluster is recalculated. The track information is used, along
with the energy, to determine the particle momentum.

Further criteria are used to define a “good” electron are discussed in Section
3.4.1. Some of the variables used are described below.

• The ET of the electron is calculated from the EM cluster energy and
position and the primary vertex location.

• The pT is calculated from the curvature of the track in the tracker and
the energy in the calorimeter.

• EMfraction: The fraction of energy in the EM layers of the calorimeter
compared to EM layers + hadronic layers. The calorimeter is designed
so that electrons should deposit most of their energy before reaching the
hadronic layers, so a cut near 90% helps ensure that the particle is an
electron rather than a hadron.

• Track match: A spatial fit is performed to match EM clusters to tracks
from the CFT and SMT detectors. The χ2 probability of the match is
defined by

χ2
spatial = (

∆φ

σφ
)2 + (

∆z

σz
)2 + (

ET/pT − 1

σ(ET /pT )

) (2.4)

where ∆φ and ∆z are the difference in position between the track and
the EM cluster, and σφ and σz are the RMS’s of these values. The
third term constrains the ratio of calorimeter transverse energy to the
pT calculated from the track; this term is only included for electrons in
the central calorimeter.
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Figure 2.13: A diagram of the data flow in the L1 and L2 trigger systems.
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• The H-matrices, HMx7 and HMx8: The H-matrix is the χ2 of the covari-
ance matrix built with the following inputs: the shower energy fraction
in each of the first 4 EM layers of the calorimeter, the cluster size in the
3rd layer of the calorimeter, the total shower energy, the primary vertex
position, and (in the MHx8 case) the transverse width of the shower.

• LogLikelihood(8): The likelihood uses the probability that an event is
an electron based on 8 variables : EMFraction, HMx7 and HMx8, ET
/pT , Total track pT in a cone of radius 0.4, Number of tracks in a cone
with R= 0.05, The spatial track match χ2 probability, and the Distance
of Closest Approach (DCA), defined as the shortest distance from the
selected track to the line parallel to the z-axis which passes through the
primary vertex position.

2.3.9 Object Identification: Tau Selection

Tau leptons decay to electrons or muons 35% of the time and to hadrons
65% of the time. (When they decay to electrons or muons they are not dis-
tinguished from prompt electrons and muons; signal electrons sought in this
analysis may have come from taus, but may also have come from W ’s.) When
τs decay to hadrons, detecting them is complicated because they look like jets.
To detect a hadronic tau DØ uses information from the hadronic calorimeter,
the electromagnetic calorimeter, and the tracker. Specifically we use the fol-
lowing quantities:

• A hadronic calorimeter cluster: Energy in the hadronic calorimeter found
with the Simple Cone Algorithm with ∆R < 0.5.

• An EM sub-cluster: Energy in the EM calorimeter found using the Near-
est Neighbor Algorithm with a seed in the 3rd EM layer, which has finer
segmentation. Energy in the EM subcluster is required to be above 800
MeV.

• Tracks: Tracks within a cone of radius 0.3 around the hadronic calorime-
ter cluster, each with pT > 1.5 GeV, and with the track invariant mass
consistent with the tau mass.

Hadronic taus can be put into three groups based on typical decay mode
signatures in the detector.

• Type 1 : Calorimeter cluster, with one associated track and no EM
sub-cluster. This is designed to identify the decay: (τ± → π±ν). (τs
decay this way 11.6 % of the time.)
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• Type 2 : Calorimeter cluster, with one associated track and at least one
EM sub-cluster. This should identify the decay: (τ± → ρ±ν → π±π0ν).
(BR 36.5% )

• Type 3 : Calorimeter cluster, with more than one associated track and
with or without EM sub-cluster. Candidates with two opposite sign
tracks, for which the tau charge is ambiguous, are rejected. This is
should identify the decay: (τ± → a±1 ν → π±π±π∓(π0s)ν). (BR 15.2% )

DØ uses a neural net to train taus against backgrounds. Figure 2.14 shows the
output of the neural net, which is trained separately for each tau type. The
neural net takes input such as calorimeter isolation, track isolation, cluster
width, energy per calorimter layer.

Besides this general tau neural net for the three types, there is an additional
neural net specifically for distinguishing Type 2 taus and electrons (NNel) since
their topologies are similar.

2.3.10 Object Identification: Jet Selection

Because the strong force increases with distance, quarks and gluons, which
are bound together by the strong force, are “confined” and can never appear
separately. If quark- antiquark pairs acquire enough kinetic energy to be ripped
from each other (as they do in collisions at the Tevatron), new quark-antiquark
pairs are created from the vacuum so that quarks always exist in bound states.
Consequently, quarks and gluons do not appear in our detectors as single
particles, but instead as jets of many particles. These hadrons additionally
shower in the calorimeter and create even more particles. This makes it hard
to measure the energy of the initial quarks and gluons, since one has to add
up all of the resulting particles. DØ uses a method called the RunII Cone
Algorithm to find jets and calculate their energy. The algorithm follows these
steps:

• Clusters of calorimeter cells with energy over a certain threshold are
selected as seeds.

• All clusters within a cone radius of ∆R < 0.5 of the seed are grouped
into a “proto-jet”.

• If neighboring proto-jets are closer together than a minimum distance
they are merged into one jet, otherwise they are kept as separate jets.
The resulting set of jets are kept so long as they have ET > 6 GeV.

32



Type 1

Type 2

Type 3

Figure 2.14: The TauNN output. Real τs are pushed to the signal side. This
analysis uses τs with TauNN above 0.9, 0.9, and 0.95 for the three types. [19]
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• To help remove sensitivity to soft radiation (“infrared safety”) the mid-
point between two jets at this stage is used as a seed for a proto-jet.

• To avoid double counting, jets are not allowed to share more than 50%
of another jet’s initial cluster energy.

Using this algorithm the jets do not yet have energies matching the particles
they correspond to. A number of corrections are applied− called the Jet
Energy Scale (JES) corrections− on an event by event basis to make the energy
more correct:

Ejet =
Emeasured

jet −O
Fη ·R · S

(2.5)

where Emeasured
jet is the energy of the jet from the cone algorithm, and Ejet is

the energy used for physics analysis. The other terms are described below:

• O is the offset energy. This is energy picked up in the jet not due to the
initial collision, but to secondary pp interactions, pile up from previous
collisions, and radioactive decays in the uranium in the calorimeter.

• Fη is the η-dependent correction for variations in calorimeter response.
It is measured by comparing photon and jet pT s in events with back-to-
back in φ photon-jet pairs.

• R is an absolute energy response calibration. It is derived from photon-
jet balancing after the η-dependent variations have been accounted for.

• S is the shower shape correction. Based on simulations, S tries to ac-
count for the portion of energy from particles within the jet core that
shower outside the cone, and vice versa.

Note that separate JES corrections are applied to data and MC jets.
In addition to the basic jet ID, the following jet quality criteria are used

at the analysis level.

• Coarse Hadronic Fraction of the energy: the fraction of the jet pT in the
coarse hadronic calorimeter layers compared to the total pT . Cutting
out events with a high CHF helps remove jets reconstructed from noise.

• EM Fraction of the energy: the fraction of the jet pT in the EM layers of
the calorimeter compared to the total. This helps reject electromagnetic
particles which may have left some energy in the hadronic layers.
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• L1Conf: Ratio of energies from level 1 jet trigger readout and the jet
cone algorithm.

• To help reduce noise from electronics or pile up, a jet vertex confirmation
is required to ensure that jets originated from the primary vertex in a
collision. Jets are required to match to at least two tracks with a pT
above 0.5 GeV, a DCA below 0.5 mm in the transverse plane, a DCA
above 1.0 mm along the z axis, and a distance from the primary vertex
of less than 2 cm. Studies in the µτjj analysis have shown that loosening
this requirement provides a large increase in good jets without a large
increase background. Further studies are being done to see how non-
vertex confirmed jets can be included.

2.3.11 Object Identification: Muon Selection

Muons are reconstructed using information from the central tracker and the
muon detector. All layers of the muon detector are required to register a hit for
an object to be identified as a muon. Muons with scintillator hit times of more
than 10 ns different from that expected from collisions are rejected as cosmic
rays. The central tracker has higher spatial resolution than the muon detector
and so it is used to improve the position and momentum measurements of
muons. There is also a requirement that there be a track match between the
central tracker and the muon system.

2.3.12 Object Identification: MET Algorithm

In order to “measure” the energy carried by neutrinos (whose interaction
cross section with matter is too low for us to detect) we use the fact that the
transverse energy of an event should have a vector sum equal to zero. Any
“missing” transverse energy ( 6ET ) can be attributed to neutrinos. At DØ the
6ET is calculated by adding the transverse energy of all EM and fine hadronic
calorimeter cells. The coarse hadronic cells are not included because of their
higher noise levels. In order to include the energy corrections for physics
objects (especially jets), the cells used in identified physics objects in an event
are removed from the sum and replaced with the object energy:

6Ex,y = −(
∑

all cells

Ex,y −
∑

phys cells

Ephys cells
x,y +

∑
phys obj

Ephys obj
x,y ) (2.6)

6ET = 6Ex ⊕ 6Ey (2.7)
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Chapter 3

Search for the Higgs Boson in the Final State

with Two τ ’s and Two Jets

3.1 Motivation

This chapter will describe the details of the Standard Model Higgs search
in the final state with two τ ’s and two jets. The primary mass region in which
Higgs searches are conducted at the Tevatron is between 100 and 200 GeV.
Figure 3.1 shows the production mechanisms for a Higgs in this mass region
at the Tevatron. Relative Higgs decay rates are illustrated in Fig. 3.2. A
low mass Higgs (mH below 135 GeV) should primarily decay into a b and a b
quark; the next most probable decay is to two τ ’s. A high mass Higgs (above
135 GeV) should decay most often to two W ’s. DØ has analyses dedicated
to looking for a high mass Higgs decaying to WW (via gluon fusion, vector
boson fusion, and associated production in the final states ee, µµ, eµ, lν jet
jet, µτhadronicdecay+ 0 or 1 jet) and separately for the low mass Higgs to bb (via
associated production in the final states with bbνν, bbll, bblν). These represent
the highest sensitivity searches, but there are further searches such as H to
ZZ at the high mass, H to two photons at the low mass, and this ττ jet jet
search that add additional sensitivity and coverage in mass. The search in the
final state 2 τ + 2 jet covers the full 100 to 200 GeV Higgs mass range because
it is sensitive to both H → ττ and H → WW → ττ . This is beneficial to the
coordinated DØ Higgs search especially in the middle mass region around 135
GeV because the dedicated low and high mass Higgs searches lose sensitivity
there.

The production processes to which the 2 τ + 2 jet final state is sensitive
are:

qq → H(→ bb)Z(→ τ+τ−) (denoted HZ) (3.1)
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qq → Z(→ qq)H (ZHττ or ZHWW) (3.2)

qq → W (→ qq′)H (WHττ or WHWW) (3.3)

gg → H + (≥)2 jets (gluon gluon fusion, GGFττ or GGFWW) (3.4)

qq′ → qq′H (vector boson fusion, VBFττ or VBFWW) (3.5)

Figure 3.1: Higgs production at the Tevatron.

Figure 3.2: Higgs decay channels: branching ratio versus Higgs mass.
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The Feynman diagrams for these processes are shown in Figure 3.3. This
thesis describes the search for 2 τ + 2 jet events where one τ has decayed to an
electron and one τ has decayed to jets. This is complementary to the existing
DØ analysis requiring one τ decay a µ.

The major backgrounds to the signals are Z + jets (Z → ee where one
e fakes a τ or Z → ττ where one τ decays to an e ), multijet (where jet
fragments fake a τ and an e, W + jets (where W decays to e or τ and jet
fragments fake a τ or e), tt (to two leptons and two jets), and diboson events
(which decay similarly to associated H production). The legend in Figure 3.4
shows the colors used for backgrounds in the stack histogram plots throughout
this thesis.
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Figure 3.3: Leading order Feynman diagrams for Higgs production processes: (a)
VH associated production; (b) gluon gluon fusion; (c) vector boson fusion. The
analysis includes cases where the Higgs decays to two τs and to two W’s.

3.2 Data

As described in section 2.3, the DØ detector began the “Run 2” period
of data taking after a hardware upgrade which finished in 2002. There was
additional maintenance work and upgrade (LØ, trigger) done during a shut-
down period in 2006. This analysis uses Run 2 data taken between 2006 and
2009.

Data is checked for quality in each DØ subdetector, and all runs marked
as bad by the CFT, SMT, CAL or MUON quality groups have been removed

38



data
MJ
tt

+jetsν l→w+jets
+jetsττ →z+jets

 ll+jets→z+jets
DiBoson

Figure 3.4: Legend for all histograms.

for this analysis.
Events were triggered with the singleEM trigger OR, which includes all the

primary electron triggers, utilizing the calorimeter and the tracking system.
We apply the standard DØ trigger efficiencies (from the vjets cafe package),
which were derived using a tag-and-probe method with a Z → e+e− sample.
The tag-and-probe method selects two electrons with an invariant mass con-
sistent with the Z; one electron is required to pass very stringent selection
cuts, while the other satisfies the cuts for which one tests the efficiency. In
this way one can test a selection on a sample of quite pure electrons. These
efficiencies are weighted by the luminosity and applied to the monte carlo sim-
ulated events. The luminosity is calculated using a trigger which remained
unprescaled throughout the dataset used. The total luminosity analyzed is 4.3
fb−1.

3.3 Monte Carlo Simulations

Monte Carlo simulations are made for the processes which should be present
in our data sample according to the Standard Model. This includes both
the signals we search for and also the background processes which pass our
selection cuts. Signal processes are generated with PYTHIA (version 6.3) [10]
[11] for each of the nine signal processes at twenty Higgs mass points each
(between 105 and 200 GeV in intervals of 5 GeV). The generated signals are
normalized to the appropriate cross sections using the CTEQ61 [16] parton
distribution functions at next-to-next-to-leading order, except in the case of
VBF, where the calculation is next-to-leading order. The Higgs branching
fractions are calculated with the HDECAY program [14]. Tables 3.1 through
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3.4 show the signal monte carlo samples generated and list the cross sections
for each.

The background processes tt and W/Z+jets were generated at the par-
ton level with ALPGEN [17] and then put through simulated showering and
hadronization with PYTHIA. These processes are scaled by so-called K fac-
tors to correct for differences between leading order and next-to-leading order
calculated cross sections and the kinematic differences between LO and NLO
or data. The diboson processes are generated with PYTHIA 6.319 and nor-
malized using NLO MCFM [18].

All the monte carlo signals and backgrounds are put through the simulated
DØ detector created with GEANT 3 [15].

The MC simulation does not exactly match the data, and so a number of
correction factors are applied to MC to bring the two into agreement. The
MC is already normalized to the appropriate luminosity but this does not take
into account specifics like underlying events or pile-up energy that is specific
to a luminosity block. This is corrected for using a using a zero bias sample
with a luminosity profile that is matched to the data. Then a correction is
made to account for the change in beam position, which affects the longitudinal
position of the primary vertices of events. In the simulation the positions of the
primary vertices form a gaussian distribution around z = 0, but in reality this
distribution is not perfectly Gaussian and must be corrected for (see Figure
3.5). The W and Z bosons have known pT distribution shapes measured by
CDF and DØ, but these distributions are not perfectly described by our monte
carlo. Factors are applied to the MC to correct the shapes. In the case of the
Z, the factors are dependent on the number of jets in each event.
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Sample σNLO (pb) MC req-id Nevents

HZ → bbτ+τ−, mH=105 GeV 3.81×10−3 97877 100K

HZ → bbτ+τ−, mH=110 GeV 3.17×10−3 94732 107K

HZ → bbτ+τ−, mH=115 GeV 2.64×10−3 97878 100K

HZ → bbτ+τ−, mH=120 GeV 2.10×10−3 94733 104K

HZ → bbτ+τ−, mH=125 GeV 1.64×10−3 97879 100K

HZ → bbτ+τ−, mH=130 GeV 1.24×10−3 97880 100K

HZ → bbτ+τ−, mH=135 GeV 0.90×10−3 97881 100K

HZ → bbτ+τ−, mH=140 GeV 0.61×10−3 94734 100K

HZ → bbτ+τ−, mH=145 GeV 0.40×10−3 97822 100K

HZ → bbτ+τ−, mH=150 GeV 0.24×10−3 94735 102K
ZH → qqτ+τ−, mH=105 GeV 7.87 ×10−3 102175, 89797 104K
ZH → qqτ+τ−, mH=110 GeV 6.62 ×10−3 94612, 103K
ZH → qqτ+τ−, mH=115 GeV 5.55 ×10−3 102176, 89798 102K
ZH → qqτ+τ−, mH=120 GeV 4.46 ×10−3 94613 107K
ZH → qqτ+τ−, mH=125 GeV 3.51 ×10−3 102177, 89799 103K
ZH → qqτ+τ−, mH=130 GeV 2.67 ×10−3 94614 100K
ZH → qqτ+τ−, mH=135 GeV 1.94 ×10−3 102178, 89800 102K
ZH → qqτ+τ−, mH=140 GeV 1.34 ×10−3 94615 100K
ZH → qqτ+τ−, mH=145 GeV 0.89 ×10−3 102179, 89801 102K
ZH → qqτ+τ−, mH=150 GeV 0.53 ×10−3 94616 103K

WH → qq′τ+τ−, mH=105 GeV 12.92×10−3 89892, 97857 153K

WH → qq′τ+τ−, mH=110 GeV 10.77×10−3 94592, 102K

WH → qq′τ+τ−, mH=115 GeV 8.97×10−3 89893, 97858 102K

WH → qq′τ+τ−, mH=120 GeV 7.16×10−3 94593, 100K

WH → qq′τ+τ−, mH=125 GeV 5.59×10−3 89894, 97859 104K

WH → qq′τ+τ−, mH=130 GeV 4.20×10−3 94594, 100K

WH → qq′τ+τ−, mH=135 GeV 3.03×10−3 89895, 97860 104K

WH → qq′τ+τ−, mH=140 GeV 2.07×10−3 94595, 100K

WH → qq′τ+τ−, mH=145 GeV 1.34×10−3 89896, 97861 104K

WH → qq′τ+τ−, mH=150 GeV 0.81×10−3 94596 102K

Table 3.1: The PYTHIA MC samples for signal processes, their cross-sections times
branching ratio, internal DØ MC request ID’s, and number of events generated.
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Sample σNLO (pb) MC req-id Nevents

qq′ → qq′H(→ τ+τ−), mH=105 GeV 7.30×10−3 94238, 97086, 110873 302K
qq′ → qq′H(→ τ+τ−), mH=110 GeV 6.64 ×10−3 97093, 110874 260K
qq′ → qq′H(→ τ+τ−), mH=115 GeV 5.76×10−3 94239, 97087, 110875 302K
qq′ → qq′H(→ τ+τ−), mH=120 GeV 4.86×10−3 97094, 110876 250K
qq′ → qq′H(→ τ+τ−), mH=125 GeV 4.12×10−3 94240, 97085, 110877 382K
qq′ → qq′H(→ τ+τ−), mH=130 GeV 3.31×10−3 97095, 110878 253K
qq′ → qq′H(→ τ+τ−), mH=135 GeV 2.54×10−3 94241, 97088, 110879 305K
qq′ → qq′H(→ τ+τ−), mH=140 GeV 1.83×10−3 97096, 110880 252K
qq′ → qq′H(→ τ+τ−), mH=145 GeV 1.27×10−3 94242, 97089, 110881 309K
qq′ → qq′H(→ τ+τ−), mH=150 GeV 0.81×10−3 97097, 110882 251K

WH → H(→ WW ) incl., mH=105 GeV 5.61×10−3 110725 203K
WH → H(→ WW ) incl., mH=110 GeV 9.54×10−3 110723 202K
WH → H(→ WW ) incl., mH=115 GeV 14.79×10−3 110726 203K
WH → H(→ WW ) incl., mH=120 GeV 21.06×10−3 103313 200K
WH → H(→ WW ) incl., mH=125 GeV 27.78×10−3 110727 203K
WH → H(→ WW ) incl., mH=130 GeV 34.22×10−3 110724 202K
WH → H(→ WW ) incl., mH=135 GeV 39.63×10−3 110728 202K
WH → H(→ WW ) incl., mH=140 GeV 43.61×10−3 103314 200K
WH → H(→ WW ) incl., mH=145 GeV 45.95×10−3 110729 203K
WH → H(→ WW ) incl., mH=150 GeV 46.97×10−3 103315 200K
WH → H(→ WW ) incl., mH=155 GeV 47.30×10−3 110730 204K
WH → H(→ WW ) incl., mH=160 GeV 46.90×10−3 100512 207K
WH → H(→ WW ) incl., mH=165 GeV 45.04×10−3 110731 200K
WH → H(→ WW ) incl., mH=170 GeV 39.92×10−3 100513 200K
WH → H(→ WW ) incl., mH=175 GeV 35.12×10−3 110732 201K
WH → H(→ WW ) incl., mH=180 GeV 30.30×10−3 100514 200K
WH → H(→ WW ) incl., mH=185 GeV 24.11×10−3 110733 200K
WH → H(→ WW ) incl., mH=190 GeV 19.84×10−3 103317 200K
WH → H(→ WW ) incl., mH=195 GeV 17.07×10−3 110734 200K
WH → H(→ WW ) incl., mH=200 GeV 14.91×10−3 103318 200K
qq′ → qq′H(→ WW ), mH=105 GeV 0.226×10−3 91832, 92335 206K
qq′ → qq′H(→ WW ), mH=110 GeV 0.419×10−3 89832, 92336 204K
qq′ → qq′H(→ WW ), mH=115 GeV 0.686×10−3 89833, 92337 205K
qq′ → qq′H(→ WW ), mH=120 GeV 1.026×10−3 89834, 92338 205K
qq′ → qq′H(→ WW ), mH=125 GeV 1.470×10−3 89835, 92339 208K
qq′ → qq′H(→ WW ), mH=130 GeV 1.931×10−3 89836, 92340 204K

Table 3.2: The PYTHIA MC samples for signal processes, their cross-sections times
branching ratio, internal DØ MC request ID’s, and number of events generated.
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Sample σNNLLO (pb) MC req-id Nevents

qq′ → qq′H(→ WW ), mH=135 GeV 2.366×10−3 89837, 92341 212K
qq′ → qq′H(→ WW ), mH=140 GeV 2.714×10−3 89838, 92342 206K
qq′ → qq′H(→ WW ), mH=145 GeV 3.052×10−3 89839, 92343 207K
qq′ → qq′H(→ WW ), mH=150 GeV 3.304×10−3 89840, 92344 201K
qq′ → qq′H(→ WW ), mH=155 GeV 3.495 ×10−3 89841, 92345 222 K
qq′ → qq′H(→ WW ), mH=160 GeV 3.665×10−3 89842, 92346 204 K
qq′ → qq′H(→ WW ), mH=165 GeV 3.634×10−3 89843, 92347 201 K
qq′ → qq′H(→ WW ), mH=170 GeV 3.398×10−3 89844, 92348 206 K
qq′ → qq′H(→ WW ), mH=175 GeV 3.129×10−3 89845, 92349 206 K
qq′ → qq′H(→ WW ), mH=180 GeV 2.797×10−3 89846, 92350 204 K
qq′ → qq′H(→ WW ), mH=185 GeV 2.378×10−3 89847, 92351 205 K
qq′ → qq′H(→ WW ), mH=190 GeV 2.055×10−3 89848, 92352 202 K
qq′ → qq′H(→ WW ), mH=195 GeV 1.832×10−3 89849, 92353 207 K
qq′ → qq′H(→ WW ), mH=200 GeV 1.652×10−3 89850, 92354 204 K

ZH → H(→ WW ) incl., mH=105 GeV 3.32×10−3 113553 200.5K
ZH → H(→ WW ) incl., mH=110 GeV 5.699×10−3 113554 203.5K
ZH → H(→ WW ) incl., mH=115 GeV 9.012×10−3 113555 200.75K
ZH → H(→ WW ) incl., mH=120 GeV 12.822×10−3 113556 203.75K
ZH → H(→ WW ) incl., mH=125 GeV 17.04×10−3 113557 202.5K
ZH → H(→ WW ) incl., mH=130 GeV 21.19×10−3 113558 203K
ZH → H(→ WW ) incl., mH=135 GeV 24.633×10−3 113559 203.5K
ZH → H(→ WW ) incl., mH=140 GeV 27.038×10−3 113560 201.2K
ZH → H(→ WW ) incl., mH=145 GeV 28.98×10−3 111252 200K
ZH → H(→ WW ) incl., mH=150 GeV 29.631×10−3 113561 200K
ZH → H(→ WW ) incl., mH=155 GeV 29.99×10−3 117998 200K
ZH → H(→ WW ) incl., mH=160 GeV 29.86×10−3 117999 200K
ZH → H(→ WW ) incl., mH=165 GeV 28.77×10−3 118000 200K
ZH → H(→ WW ) incl., mH=170 GeV 26.025×10−3 118001 200K
ZH → H(→ WW ) incl., mH=175 GeV 22.994×10−3 118002 200K
ZH → H(→ WW ) incl., mH=180 GeV 19.582×10−3 118003 200K
ZH → H(→ WW ) incl., mH=185 GeV 16.055×10−3 118004 200K
ZH → H(→ WW ) incl., mH=190 GeV 13.379×10−3 118005 200K
ZH → H(→ WW ) incl., mH=195 GeV 11.382×10−3 118006 200K
ZH → H(→ WW ) incl., mH=200 GeV 10.396×10−3 118007 200K

Table 3.3: The PYTHIA MC samples for signal processes, their cross-sections times
branching ratio, MC request ID’s, and number of events generated.
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Sample σNNLLO (pb) MC req-id Nevents

gg → H(→ τ+τ−) incl., mH=105 GeV 126.5 ×10−3 94232 103K
gg → H(→ τ+τ−) incl., mH=110 GeV 107.1 ×10−3 88854 530K
gg → H(→ τ+τ−) incl., mH=115 GeV 90.4 ×10−3 94233 105K
gg → H(→ τ+τ−) incl., mH=120 GeV 74.2 ×10−3 88855 517K
gg → H(→ τ+τ−) incl., mH=125 GeV 59.2 ×10−3 94234 103K
gg → H(→ τ+τ−) incl., mH=130 GeV 45.5 ×10−3 88856 510K
gg → H(→ τ+τ−) incl., mH=135 GeV 33.6 ×10−3 94235 101K
gg → H(→ τ+τ−) incl., mH=140 GeV 23.7 ×10−3 88857 506K
gg → H(→ τ+τ−) incl., mH=145 GeV 15.79 ×10−3 94236 100K
gg → H(→ τ+τ−) incl., mH=150 GeV 9.74 ×10−3 88858 535K
gg → H(→ WW ) lept., mH=105 GeV 14.73 ×10−3 92314, 93494, 93495 720K
gg → H(→ WW ) lept., mH=110 GeV 12.65 ×10−3 90383, 92315, 93496, 93497 700K
gg → H(→ WW ) lept., mH=115 GeV 10.76 ×10−3 90384, 92316, 93498, 93499 70K
gg → H(→ WW ) lept., mH=120 GeV 15.65 ×10−3 93500, 93501, 92317 608K
gg → H(→ WW ) lept., mH=125 GeV 21.09 ×10−3 90385, 92318, 93502, 93503 920K
gg → H(→ WW ) lept., mH=130 GeV 26.51 ×10−3 89357, 92319, 93504, 93505 701K
gg → H(→ WW ) lept., mH=135 GeV 31.36 ×10−3 90386, 92320, 93506, 93507 708K
gg → H(→ WW ) lept., mH=140 GeV 35.19 ×10−3 92321, 93508, 93509 604K
gg → H(→ WW ) lept., mH=145 GeV 37.94×10−3 90387, 92322, 93510, 93511 709K
gg → H(→ WW ) lept., mH=150 GeV 39.64×10−3 89353, 92323, 93512, 93513 712K
gg → H(→ WW ) lept., mH=155 GeV 40.76×10−3 89355, 92324, 93514, 93515 699K
gg → H(→ WW ) lept., mH=160 GeV 41.69×10−3 92325, 93516, 93517 613K
gg → H(→ WW ) lept., mH=165 GeV 39.17×10−3 89356, 92326, 93518, 93519 720K
gg → H(→ WW ) lept., mH=170 GeV 35.31×10−3 89354, 92327, 93520, 93521 719K
gg → H(→ WW ) lept., mH=175 GeV 31.58×10−3 90388, 92328, 93522, 93523 706K
gg → H(→ WW ) lept., mH=180 GeV 27.7×10−3 92329, 93524, 93525 616K
gg → H(→ WW ) lept., mH=185 GeV 22.62×10−3 90389, 92330, 93526, 93527 714K
gg → H(→ WW ) lept., mH=190 GeV 19.08×10−3 90390, 92331, 93528, 93529 708K
gg → H(→ WW ) lept., mH=195 GeV 17.728×10−3 90391, 92332, 93530, 93531 726K
gg → H(→ WW ) lept., mH=200 GeV 14.96×10−3 92333, 93532, 93533 605K

Table 3.4: The PYTHIA MC samples for signal processes, their cross-sections
times branching ratio, MC request ID’s, and number of events generated. The
abbreviation “lept.” means that the W bosons are decayed to any lepton (e, µ, or
τ)
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Figure 3.5: The beam shape distributions for different luminosity bins in data (solid
lines), and for two gaussians of width 25 and 30 cm (dashed lines). Simulations use
a gaussian representation plus a correction.
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3.4 Signal Selection

Data events are selected for the analysis according to the criteria below.
An overview of the selection is given and details about electron, tau, and jet
identification follow. The leading jet (with the highest pT ) is referred to as
“jet 1” and the next leading jet is referred to as “jet 2”.

• Require an electron candidate with pT > 15 GeV and |ηdet| < 1.1 or
1.5 < |ηdet| < 2.5; electron selection criteria is described in detail below.

• Require a hadronic τ candidate with the opposite charge to the electron;
τ selection is described fully below.

• Require at least two good jets with pT jet1 > 20 GeV, pT jet2 > 15 GeV,
and |η| < 3.4, which are separated from the e and τ candidates by
∆R(e, jet) > 0.5 and ∆R(τ, jet) > 0.5.

• ∆zvtx between electron and tau less than 1.5 cm, to ensure the electron
and tau are from the same collision.

• No events with an additional “top-tight electron” (see below, Section 3.4.1)
with pT > 15 GeV are allowed, so as to be orthogonal to the Z(ee) +H
and ee+ E/T analyses;

• No events with a muon of pT > 12 GeV and |η| < 2.0 are allowed.

3.4.1 Electron Selection

Electrons are reconstructed using the information listed below gathered
from the calorimeter and the central fiber tracker. The set of cuts is called
TopTight at DØ. The variables used here are described in Section 2.3.8.

• Isolation is required to be less than 0.15. The isolation is defined as
(Etot(R = 0.4) - EEM(R = 0.2)) / (EEM(R = 0.2)), where (Etot(R = 0.4)
is the total energy in a cone of radius 0.4 and EEM(R = 0.2) is the
EM energy in a cone of radius 0.2. This cut helps separate primary-
interaction electrons from electrons radiated by jets.

• The EMFraction is greater than 0.9.

• The calorimeter cluster is matched spatially to a track (a χ2 of the match-
ing is created and required to be greater than 0).
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• For electrons in the end cap: the ratio of calorimeter energy to momen-
tum calculated in the tracker is less than 2.5.

• The H-matrix, HMx7, is less than 50.0.

• The transverse momentum calculated from the track is greater than 5.0
GeV.

• The LogLikelihood is greater than 0.85.

3.4.2 Tau Selection

General τ identification is described in Section 2.3.9. Using these standard
criteria it was found that a large background of Z → ee events was present in
the selection. (See Figure 3.6.) A collection of cuts beyond the standard τ
selection is used to combat this background from Z → ee.

Type 2 τs are defined in a similar way to electrons (requiring both a track
and an EM calorimeter subcluster) and so DØ has developed a neural net
(NNel) to especially distinguish Type 2 τs from electrons. In this analysis we
require that the type 2 NNel value be above 0.95.

Beyond this, electrons tend to fake τs in areas where there is limited EM
calorimeter information: the ICR region and the regions at the edges of the
calorimeter modules. We require that Type 1 and 3 τs be outside the ICR
region, and that Type 2 τs are away from calorimeter module boundaries.

In the case of Type 3 τs, the EM fraction distribution was found to be
especially helpful in distinguishing Z → ee background.

In summary, we make the following requirements to remove the cases in
which an electron from Z → ee fakes a τ (“anti-electron cuts”):

• Require Type 1 τs to be outside the intercryostat region (ICR): 1.05 <
ητ < 1.5;

• Require Type 2 τ ’s, to have NNe > 0.95 and to be far from CCEM
boundaries (0.1 < φτCPS < 0.9), where φτCPS is the φ coordinate taken
from the Central Preshower Detector.

• Require Type 3 τ ’s, to have EMF < 0.95 and to be outside the ICR
region, 1.1 < ητ < 1.5.
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Figure 3.6: Tau η including the NNel cut but without any of the other ”anti-
electron” cuts (left) and with all cuts (right).

3.4.3 Jet Selection

Jets are reconstructed using a cone algorithm with R = 0.5. This is de-
scribed in more detail in the detector section 2.3.8.

For this analysis we require events to have two or more jets that satisfy the
following criteria:

• Jet |η| < 3.4

• Leading jet pT > 20.0 GeV; additional jets pT > 15.0 GeV

• Jets must be separated from the τ and e with ∆R > 0.5

• Jets must be vertex confirmed (see Section 2.3.8)

3.4.4 Missing Transverse Energy

Although the signals in this analysis contain neutrinos in the final states,
we do not make a specific cut requiring that there be missing transverse en-
ergy (E/T ) in selected events. But the calculated E/T enters in to many of the
variables used in BDT training, and it is discussed in section 2.3.12.

3.4.5 Further removing multijet events

An additional cut is made to specifically remove multijet background and
background from Z decays. These are the most significant backgrounds in the
analysis, and they are large compared to, for example, the same backgrounds
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in the τ(µ)τ jetjet analysis because jets and jet fragments in the multijet back-
ground can easily fake electrons, and an electron from Z → ee can fake a
τ .

A cut on the variable E/T Significance was found to be helpful in reducing
multijet and Z background. This variable aims to quantify how likely it is that
calculated E/T is from neutrinos rather than from mismeasurement of energy
in the event. The E/T significance algorithm creates a probability distribution
(p( 6ET )) of the E/T based on the energy resolutions of objects in each event.
The E/T Significance is based on the number of standard deviations the E/T
probability is away from 0. (High E/T significance means the E/T is more likely
due to neutrinos than mismeasurement.)

E/TSig = S = 2 log
6E2
T

2σ
(3.6)

where σ is the variance of the probability distribution p(6ET ) [13].
The distribution of the E/T sig before the cut is made is shown in Figure 3.7,

and Figure 3.8 shows the same distributions after the cut. Placing a cut at
1.0 reduces the multijet background by about 60 percent and also reduces the
Z(ee) +jets background by about 60 percent. The signals involving H → τ+τ−

are cut by about 15 percent, and the signals involving H → WW are cut by
about 5 percent.
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Figure 3.7: (a) The E/T without a cut on the E/T significance. (b) The E/T significance
without a cut.
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Figure 3.8: (a) The E/T with the cut on the E/T significance at 1.0. (b) The E/T
significance with the cut at 1.0.

3.5 Multijet Background Estimation

The largest background to the τ(e)τ jet jet search is from multijet (MJ)
processes. The pp collisions at the Tevatron produce a huge number of events
with low energy jets. This multijet background is poorly modeled by Monte
Carlo simulations, so we estimate it using data. This is done by selecting
a multijet-enriched data sample that is similar kinematically to our signal
selection data but which fails specific anti-jet cuts:

• Choose events with an electron that passes the TopLoose requirement
but fails the TopTight requirement. The difference between TopLoose
and TopTight is the inclusion of the ElectronLhood8 requirement for the
TopTight case. See section 3.4.1 the description of TopTight.

• Additionally, take only events with TauNN values between 0.3 and 0.9
(rather than TauNN > 0.9 as for signal selection).

• All other selection cuts are the same as for the signal selection, except
that there is no requirement that the electron and τ have different signs.

This data sample is estimated to be 97% multijet and 3% other back-
grounds. This is found by applying these cuts to the monte carlo samples of
the other backgrounds.

The data is normalized using the ratio of opposite sign (OS) events and
same sign (SS) events, which is assumed to be the same in the MJ-enriched
sample and the signal sample. The normalization to the MJ-enriched sample
is calculated as follows: Take ρ to be the ratio of the number of OS to SS
events in the multijet-enriched sample,
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ρ = MOS/MSS. (3.7)

where M is the number of events (OS or SS) in the multijet enriched sam-
ple (after the 3 percent from other backgrounds passing MJ cuts has been
removed). Then the number of OS multijet background events in the signal
sample is

NOS = ρ ·NSS (3.8)

where NSS is the number of SS events in the signal sample, after the SS events
from monte carlo estimated backgrounds has been removed. In summary, the
multijet background is modeled by taking the MJ-enriched sample (for shape)
and normalizing it to ρ ·NSS.

The scale factor ρ was calculated separately for each τ type. The distri-
bution of OS/SS ratio values was plotted versus the pT of the τ , electron and
leading jet, and fit to a constant. These distributions are plotted in Fig. 3.9
and the fit values are listed in Table 3.5. The scale factor was also checked for
η and pT dependancies, as shown in Figure 3.10, but none were observed.

τ type 1 τ type 2 τ type 3
Nevents 313 1692 3577
purity 0.97 0.95 0.96
ρ 1.10±0.16 1.00±0.06 0.98±0.04

Table 3.5: The number of events in the MJ-enriched sample, the purity (fraction
of events estimated to be multijet as opposed to other background processes), and
the scale factors, by τ type.

Some variation in τ types is seen as a function of Tau NN. As the τs become
“less good” with lower TauNN values, there is more migration between τ types.
For example the ratio of the number of type 2 τs to all taus is lower when low
TauNN τs are included than when only “good” high NN τs are included. A
study was done to see if these type variations should be accounted for in the
multijet estimation, which uses low NN taus. Since the multijet normalization
factors are applied according to τ type, the normalization could be affected
by a variation in the designation of tau type. The number of τs of each type
relative to the total number of τs was calculated for different cuts on the
TauNN variable. In Figure 3.11 this is plotted over the relative number τs of
each type compared to the total with standard TauNN cuts of 0.9, 0.9, and
0.95.
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ζx =
( ntypex

nAlltypes
)

( htypex

hAlltypes
)

(3.9)

where n is the number of events with the variable NN cut and h is the number
of events with the standard high NN cut. Figure 3.11 show there is some
migration between τ types when lower TauNN events are included in a sample.
The ζ value was taken as an inverse scaling factor to the MJ-enriched sample
to correct for this effect. Figure 3.12 compares the distribution of τ types with
and without the scaling applied to the MJ. Though there is some change due
to the scaling factors, the magnitude of the correction has a negligible effect
on the final results, and the factors were not applied through the full analysis.
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Figure 3.9: Distributions of the ratio of OS to SS events in the MJ enriched
sample, as function of peT (top), pτT (middle) and pjet1T (bottom) for different τ
types.

In order to test the estimation of the multijet background, another sample
is made using the same MJ-enriching cuts, but requiring exactly 1 jet in the
selection, rather than at least 2. The low statistics of the 2-jet sample could
hide multijet mis-modeling under statistical error bars, so the data-background
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Figure 3.10: Distributions of the ratio of OS to SS events in the MJ enriched
sample, as function of ηe (top), ητ (middle) and ηjet1 (bottom) for different τ types.

Figure 3.11: The variable ζ (Eq. 3.9) versus the lower bound on TauNN used to
select the taus, for type 1(left), type 2 (middle) and type 3 (right). In all cases
the upper bound is 0.9. The standard MJ-enriched sample uses events with TauNN
between 0.3 and 0.9. The fact that ζ is not constant with TauNN means that a
sample of taus will have a different proportion of each type of tau depending on the
choice of TauNN used to select the sample.
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Figure 3.12: The distribution of τ types before (left) and after (right) the type
migration factor, ζ (Fig. 3.11), has been applied to the multijet.

agreement is checked in the higher-statistics 1-jet sample. The degree to which
the MJ-enriched sample successfully models the multijet background should
not depend on the number of jets required. A few chosen variable distributions
for the 1-jet sample are shown in Figure 3.13. The agreement between data
and background estimation is acceptable.

To estimate systematics on the multijet estimation, the two special MJ
criteria are taken one at a time:

• MJ-enriched variant 1. Require a TopLoose electron which fails the
TopTop selection; all other selection as for the signal.

• MJ-enriched variant 2. Require a τ with 0.3 < TauNN < 0.9; all other
selection as for the signal.

Calculation of systematics is discussed further in section 3.8.

3.6 Event Yields and Comparison between Data

and Background Estimation

Table 3.6 shows the number of events in the 4.3 fb−1 data sample selected
according to the criteria described in Section 3.4. Yields are also listed for
the MC simulated backgrounds and the estimated MJ background, and good
agreement is seen between these and the number of data events.

54



ElectronpT

0 10 20 30 40 50 60 70 80 90 100

ElectronpT

0 10 20 30 40 50 60 70 80 90 100

 E
n

tr
ie

s

20

40

60

80

100

120

140

160

 KS test =0.140238025

TaupT

0 10 20 30 40 50 60 70 80 90 100

TaupT

0 10 20 30 40 50 60 70 80 90 100

 E
n

tr
ie

s

20

40

60

80

100

120

140

160
 KS test =        1

(a) (b)

pT1

0 20 40 60 80 100 120

pT1

0 20 40 60 80 100 120

 E
n

tr
ie

s

20
40
60
80

100
120
140
160
180
200
220
240

 KS test =0.55074471

Electroneta

-3 -2 -1 0 1 2 3

Electroneta

-3 -2 -1 0 1 2 3

 E
n

tr
ie

s

10

20

30

40

50

60

70

80
 KS test =0.873064182

(c) (d)

Taueta

-3 -2 -1 0 1 2 3

Taueta

-3 -2 -1 0 1 2 3

 E
n

tr
ie

s

20

40

60

80

100

 KS test =0.287307416

eta1

-3 -2 -1 0 1 2 3

eta1

-3 -2 -1 0 1 2 3

 E
n

tr
ie

s

10

20

30

40

50

60

70

80  KS test =0.959323396

(e) (f)

MET

0 10 20 30 40 50 60 70 80 90 100

MET

0 10 20 30 40 50 60 70 80 90 100

 E
n

tr
ie

s

20
40
60
80

100
120
140
160
180
200

 KS test =0.00893361555

(g)

Figure 3.13: Data - MC comparisons for the eτ + 1 jet sample: (a) peT ; (b) pτT ; (c)
pjetT ; (d) ηe; (e) ητ ; (f) ηjet (g) E/T .
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τ type Data Σbkgd tt W+jets Zee+jets Zττ+jets DB MJ
All 188 198.3 24.4 42.6 19.8 48.6 3.6 59.2
type 1 10 18.8 2.3 2.9 0.6 6.3 0.6 6.0
type 2 117 118.4 14.9 21.8 17.2 30.9 1.5 32.0
type 3 61 61.1 7.2 17.8 2.0 11.4 1.4 21.7

Table 3.6: After preselection, the number of data and the expected Standard Model
and MJ backgrounds for both the total and individual τ types. “DB” stands for
di-boson processes.

Distributions of kinematic variables are shown in Figures 3.14, 3.15, 3.16,
and 3.17. Good agreement is seen between the background estimates and the
data.

An additional modeling check is done using an inclusive sample of e + τ
events. Without a jet requirement this sample has almost 40 times the statis-
tics of our 2-jet signal sample. Event yields for the inclusive sample are listed
in Table 3.7. Distributions are plotted by τ type in Figures 3.18 through
3.20. The data and MC agreement vary by τ type, but overall the model-
ing is considered to be adequate. The disagreement seen in the type 2 Tau-
Electron invariant mass is in part due to the fact that one of the electrons from
Z → e+e− background events passing our selection cuts receives τ energy scale
corrections. This effect has been lessened by turning off the τ energy scale cor-
rections for τs with EM fraction over 0.9 (i.e. those with most of their energy
in the EM rather than hadronic layers of the calorimeter). There is disagree-
ment between data and predicted background in the MET distributions. This
discrepancy in MET is most severe in the inclusive sample, still somewhat
present in the 1 jet sample (Fig. 3.13), but almost not visible at all in the 2
jet case. There is also an ongoing study by others in the DØ collaboration on
the effect of low energy background events on the modeling of MET, which
may prove relevant to the inclusive case. While this is not fully understood,
the agreement in the 2 jets case is sufficient to believe that the MET is well
modeled in that case.

3.7 Multivariate Analysis

Even with the multiple search signals combined in this analysis the ratio
of signal to background is very low. A single set of cuts to separate the signals
from background is not sufficient. Multivariate analysis is used to separate the
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Figure 3.14: Data - MC comparison for BDT input variables: (a) pτT ; (b) ητ (c) peT
(d) ηe (not used as BDT input); (e) pTjet1 (f) ηj1 (not used as BDT input); (g) 6ET
(h) Mττ . Signal curves are for mH=115 GeV and have been multiplied by a factor
of 100.
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Figure 3.15: Data - MC comparison for BDT input variables: (a) Mjj; (b) ∆Rjj; (c)
M e

T; (d) M τ
T; (e) HT ; (f) ST ; (g) VT ; (h) A(E/T , 6HT ); Signal curves are for mH=115

GeV and have been multiplied by a factor of 100.
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Figure 3.16: Data - MC comparison for BDT input variables: (a) ∆φ( 6ET , 6T T ); (b)
min∆φ(6ET , jets); (c) S; (d) ∆η(jj); Signal curves are for mH=115 GeV and have
been multiplied by a factor of 100.

τ type Data Σbkgd tt W+jets Zee+jets Zττ+jets DB MJ
All 7150 7086.3 33.7 1308.2 1211.2 2506.1 5.8 2021.4
type 1 641 718.5 3.2 139.0 26.3 324.2 0.4 225.4
type 2 4464 4374.0 21.0 677.9 1069.2 1554.0 4.3 1047.7
type 3 2054 1993.8 9.5 491.3 115.7 627.9 1.1 748.3

Table 3.7: After preselection in the inclusive analysis, the number of data and the
expected Standard Model and MJ backgrounds for both the total and individual
tau types. “DB” stands for di-boson processes.
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Figure 3.17: Data and MC distributions for non-BDT inputs: (a) jet1 η; (b) jet2
η; (c) pT (jet2); (d) ∆φ(jet1,e); (e) ∆R(jet1,e); (f) ∆φ(jet2,e); (g) ∆R(jet2,e); (h)
∆φ(jet1,τ); (i) ∆R(jet1,τ); (j) ∆φ(jet2,τ); (k) ∆R(jet2,τ); (l) C; (m) ∆φeτ ; and (n)
A. The signal curves are shown for mH=115 GeV and have been multiplied by a
factor of 100.
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Figure 3.18: Comparison data and MC for the inclusive eτ selection with type 1
τ ’s: (a) peT ; (b) ηe; (c) φe; (d) pτT ; (e) E/T ; (f) m(eτ).
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Figure 3.19: Comparison data and MC for the inclusive eτ selection with type 2
τ ’s: (a) peT ; (b) ηe; (c) φe; (d) pτT ; (e) E/T ; (f) m(eτ).

62



ElectronpT

0 10 20 30 40 50 60 70 80 90 100

ElectronpT

0 10 20 30 40 50 60 70 80 90 100

 E
n

tr
ie

s

50

100

150

200

250

300

350

400

450
 KS test =0.437066053

Electroneta

-3 -2 -1 0 1 2 3

Electroneta

-3 -2 -1 0 1 2 3
 E

n
tr

ie
s

20
40
60
80

100
120
140
160
180
200

 KS test =0.953473547

(a) (b)

Electronphi
0 1 2 3 4 5 6 7 8 9 10

Electronphi
0 1 2 3 4 5 6 7 8 9 10

 E
n

tr
ie

s

20

40

60

80

100

120

140

160

180

 KS test =0.927818287

TaupT

0 10 20 30 40 50 60 70 80 90 100

TaupT

0 10 20 30 40 50 60 70 80 90 100

 E
n

tr
ie

s

100

200

300

400

500

600
 KS test =0.849158524

(c) (d)

MET

0 50 100 150 200 250 300

MET

0 50 100 150 200 250 300

 E
n

tr
ie

s

200

400

600

800

1000

1200

 KS test =9.28325118e-06

TauElecMass

0 20 40 60 80 100 120 140 160 180 200

TauElecMass

0 20 40 60 80 100 120 140 160 180 200

 E
n

tr
ie

s

50

100

150

200

250
 KS test =0.997155327

(e) (f)

Figure 3.20: Comparison data and MC for the inclusive eτ selection with type 3
τ ’s: (a) peT ; (b) ηe; (c) φe; (d) pτT ; (e) E/T ; (f) mass(eτ).
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different signals from the different backgrounds.
We use Stochastic Gradient Boosted Decision Trees, which are imple-

mented inside the ROOT TMVA package (version 4.0.3) [20]. A decision tree
uses a training sample of known signal and background events to calculate the
optimum set of kinematic cuts to separate the signal and background. The
training sample is first split into two groups (nodes) consisting of the events
that passed a cut on a particular kinematic variable and those that failed.
The variable and the cut is decided based on optimizing the purity, p, equal
to s/(s + b), where s and b are the weighted sums of signal and background
events, respectively, in the parent sample. A purity near 1 or near 0 is equally
desirable, essentially representing the separation of background from signal, or
signal from background. A purity of 0.5 means a cut is minimally discriminat-
ing. This measure of discrimination is classified using the Gini index, p(1−p).
The Gini index of the two daughter nodes after a cut are weighted by the
number of events in the nodes and summed. The variable cut is chosen which
maximally decreases this index sum compared to the Gini index of the parent
node.

Then the procedure is repeated on the resulting nodes separating them
further by signal and background. This continues iteratively until no improve-
ment in signal-background separation is found or until a set number of nodes
has been created (MaxNnodes). (Choosing a small number of maximal nodes
helps prevent overtraining, in which fluctuations in the sample are given too
much import in the training.) The final nodes are called leaves. Each leaf
represents a set of kinematic cuts. The leaf purity is calculated to give a final
designation of how signal- or background-like events passing these cuts are.

The optimized cuts are applied to the data, and events are assigned a final
discriminant value as either more signal-like (here given a value closer to 1.0)
or more background-like (closer to -1.0).

When the MVA discriminating power is not overly strong, the addition of
“boosting” can be used to increase performance. This technique creates many
BDTs, and in each iteration the results are compared to the known signal-
background separation, and events which were misclassified are given a higher
weight when put into the next iteration. Then the weighted average of all
the BDTs is taken for the final discriminant. The weighting in this average is
optimized against the known signal-background relation. The figure of merit
for this optimization is the loss function, which relates the final weighted-
average discriminant to the known separation. The method of optimizing of
the weighted average is a choice in TMVA. An earlier version of this analysis
(in the µτ jetjet channel) used the method called AdaBoost, which takes an
exponential loss function. This method can be affected by outliers in the
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dataset. The current version of the analysis uses gradient boosting, which
takes a binomial log-likelihood loss function and optimizes using the method
of steepest descent. This was found to have a 10% improvement in signal
discrimination over AdaBoost.

The parameters that can be adjusted for gradient BDT’s in TMVA include
the number of trees, the shrinkage, the bagging fraction, and the maximum
number of nodes.

The shrinkage slows the learning rate of the BDTs by successively reweight-
ing tree outputs to give slightly less strong discrimination so that more trees
must be created to give a final result. This has the effect of diminishing
fluctuations which might cause a false signal or background designation from
overtraining due to statistical fluctuations. The shrinkage parameter is chosen
to be 0.6.

Bagging refers to a resampling technique which retrains BDTs using dif-
ferent subsamples of training events. This helps to minimized statistical fluc-
tuations. In stochastic gradient boosting, random subsamples of events are
chosen for training each tree. The fraction of the training sample used for
each tree is 60%.

These parameters were optimized in the µτjetjet analysis. They were var-
ied up and down, and the resulting BDTs were evaluated based on a figure
of merit defined as the percentage of signal remaining when 75% of the back-
ground has been cut out. Quantities listed in Table 3.8 reflect the parameters
which gave the highest figure of merit values.

BDT parameter settings
Ntrees = 400 shrinkage = 0.6

bagging fraction = 0.6 MaxNnodes = 15

Table 3.8: Parameters used in Stochastic Gradient Boosted Decision Trees.

The following 17 variables were used as input into the BDTs. Their rank
of discrimination for one example signal-background training is listed in Ta-
ble 3.11 (different signal-background combinations give different discriminat-
ing ranks). Variables were chosen which had some difference in distribution
between the signals and the backgrounds and had decent data-background
modeling. BDTs are, in general, less degraded by inputs which do not have
helpful signal-background discrimination, compared to Neural Net techniques.

1. peT : pT of the electron candidate

2. pj1T : pT of the leading jet candidate
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3. 6ET : missing transverse energy

4. Mττ : invariant mass of the τe – τhad system. The 6ET is apportioned
to the e and τ as follows. The 6ET is projected on the axis, Â, taken
as the direction ~p e

T − ~p τ
T to give projection META. The 6ET associated

with the e is (1 + META)/2 and that associated with the τ is (1 −
META)/2. The neutrino pz is estimated by assuming the pz/pT is the
same for neutrino and the associated visible products of either tau.

5. Mjj: invariant mass of the two candidate jets

6. ∆Rjj: ∆R =
√

(∆φ)2 + (∆η)2 is the distance in azimuth φ and pseudo-
rapidity η between the two leading jets

7. M e
T: transverse mass calculated from the peT and 6ET

8. M τ
T: transverse mass calculated from the pτT and 6ET

9. HT : scalar sum of the pT of all jets with pT > 15 GeV and |η| < 3.4

10. ST : the scalar sum of the pT of the electron candidate, the tau candidate,
the two candidate jets and of the event missing transverse energy, ST =
pT (e) + pT (τ) + pT (jet1) + pT (jet2) + 6ET

11. VT : the magnitude of the vector sum of the pT s of the electron candi-
date, the tau candidate, the two candidate jets and the event missing

transverse energy, VT = |−→peT +
−→
pτT +

−−→
pjet1T +

−−→
pjet2T +

−→
6ET—

12. A( 6ET , 6HT ): Asymmetry between 6ET and 6HT , ( 6ET − 6HT )/( 6ET + 6HT ),
where 6HT is the missing HT , defined as the magnitude of the vector sum
of all jet pT ’s

13. ∆φ(6ET , 6T T ): the azimuthal angle difference between 6ET and the missing
transverse momentum, 6T T , calculated as the negative of the vector sum
of the pT of all tracks with at least 8 CFT hits and a DCA to the primary
vertex of less than 2 mm (DCA defined in section 2.3.8)

14. min∆φ(6ET , jets): the minimum azimuthal angle difference between the
6ET and any good jet

15. S: the E/T ‘signficance’ [13]

16. ∆η(jj): the absolute value of the pseudorapidity difference between the
two leading jets
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17. pτT : the transverse momentum of the hadronic tau candidate

18. Mττ : This invariant mass is constructed in the modified collinear ap-
proximation for the neutrino 3-momenta. We assume that the neu-
trinos from a tau decay are collinear with the visible decay products
(φνi

= φvis1 ≡ φi) and (θνi
= θvis1 ≡ θi) for tau’s i=1, 2. We assume also

that the E/T in the event is solely due to neutrinos, so that the equations

E/T x = p(ν1)sinφ1cosφ1 + p(ν2)sinφ2cosφ2 (3.10)

E/T y = p(ν1)sinφ1sinφ1 + p(ν2)sinφ2sinφ2 (3.11)

relate the observable 6ET and visible decay product angles. The solution
of these equations for p(ν1) and p(ν2) is well behaved so long as the
determinant, D = cosφ2sinφ1 − cosφ1sinφ2, is non-zero. When the two
taus are back to back (φ1 = φ2 +π) D=0. In the case that D ≤ 0.01, we
substitute for the collinear approximation solution by apportioning the
6ET as p(ν1) = 6ETE1/(E1 +E2) and p(ν2) = 6ETE2/(E1 +E2); we retain
the assumption of collinearity of the neutrino and the visible tau decay
products’ momenta.

The nine signals that this analysis is sensitive to have different kinematic
distributions. In order to keep from suppressing some signals, one would like
to train a different BDT for each signal against each of the five backgrounds,
separately for each of 20 signal mass points. This would give 5 x 9 x 20 =
900 BDT outputs. This is a very large number of BDTs to manage, and the
number can be reduced if we take advantage of patterns in the signals and
backgrounds. Figure 3.21 shows the fractional signal yield as a function of
Higgs mass. Signals that contribute less than 10% of the total in a given mass
region are not given their own training in the multivariate analysis. Also, the
behavior of the signals from 105 to 120 and from 140 to 200 is fairly constant
(H to ττ signals dominate in the low mass and H to WW in the high mass).
Rather than taking the twenty mass points separately we group together a
low mass region from 105 to 120 GeV, an intermediate mass region from 125
to 135 GeV, and a high mass region from 140 to 200 GeV. Additionally WH
and ZH have similar kinematics, and training from each of these signals gives
similar results, so theWH and ZH signals are combined into one BDT training
(“V H”). The tt and Wjets backgrounds also behave similarly in training and
so these backgrounds are combined. The diboson background is very small
and does not have its own training. So we train selected signals against three
backgrounds (MJ, tt + Wjets, and Zjets). After these considerations we are
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left with 9 BDTs in the low mass, 12 in the intermediate, and 9 BDTs in
the high mass region. The signals trained in each mass region are listed in
Table 3.9.
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Figure 3.21: Fractional yields for signals as a function of Higgs boson mass. The
H to ττ signals dominate in the low mass and the H to WW dominate in the
high mass. In the intermediate region (130 GeV to 140 GeV) the GGF and WH

processes (in either ττ or WW mode) dominate.

Higgs mass region Signals
low GGFττ VHττ VBFττ

intermediate GGFττ GGFWW VHττ VHWW

high GGFWW VHWW VBFWW

Table 3.9: Signals used for BDT training in the three Higgs boson mass ranges
.

BDT outputs from the training are shown in Figures 3.24 through 3.33.
In these plots values near 1 are signal-like and values near -1 are background-
like. The majority of the BDTs show good separation between signals and
backgrounds being trained, but there is also a significant number of outputs
in which some signals not being trained are pushed to the background side
and vice versa. See especially WH and ZH trained against the Z + jets
background in the intermediate mass range (Figure 3.29 (a)(b)), or the outputs
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Figure 3.22: Key used in the data-MC comparison plots for signals.

from training against the tt and Wjets background in the high mass (Figure
3.31).

In order to combine the information from the BDTs and combat this prob-
lem, we look for a way to further discriminate the signals and backgrounds
using these BDT outputs. In the present analysis we choose to take the
BDT outputs as input variables to a 2nd iteration of “combined” BDTs (cB-
DTs), separately for the low, intermediate, and high mass regions. The three
combined BDTs were trained using the individual BDTs from each signal-
background pair. The results of the cBDT training are shown in Figure 3.37
(a), (c), (e).

In the low mass combined BDT there is still some background in the signal
region, and the data-background agreement is not optimal. To investigate this
we selected events with cBDTs above 0.4 and plotted the individual BDTs for
these events. Figures 3.34 and 3.35 show the individual BDTs with only the
events above 0.4 in the original combined BDT. Here we can see that in the
BDTs trained against the MJ background there is significant MJ background
left in the signal region after the combined BDT cut at 0.4. Speculating that
this was not helpful in the training of the combined BDT, we retrained without
the input BDTs V H versus MJ and V BF versus MJ. The resulting combined
BDT had less background in the signal region and the expected limits derived
from the combined BDT were improved by 15%. Dropping the GGF vs MJ
BDT did not improve the final combined BDT or limits.
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The same procedure was applied to the transition and high mass regions.
The individual BDTs with a cut at 0.4 on the combined BDTs are shown in
Figure 3.36. In the transition region we trained the combined BDT without
the MJ background trained BDTs (each separately and together), but no im-
provement was seen in the final combined BDT nor in the expected limits.
In the high mass region improvement was seen when the combined BDT was
trained without any of the input BDTs trained against MJ background.

Table 3.10 gives a summary of the inputs to the final combined BDTs.
The method for combining the BDT information has an optimization that

is difficult to predict, and it is worth describing what was done in the previous
version of the µτjj analysis. In that case a cut was made on the individual
BDT with the maximum signal discriminate value. Define

BDTB = Max[BDT (ZH,B), BDT (HZ,B), BDT (HW,B), BDT (V BF,B)]
for the backgrounds (B) tt, Wjets, and MJ. A cut was made at -0.2, -0.2

and 0 for BDTttbar, BDTWjets, BDTMJ , respectively. Only events on the signal
side of this cut were kept, thus a large portion of the background was removed.
To make a final single discriminant, the weighted average of the BDTs trained
against the Zjets background was taken [21].

mH region Signals v. Backgrounds in cBDT training
low GGFττ - ttW VHττ - ttW VBFττ - ttW

GGFττ - Zjets VHττ - Zjets VBFττ - Zjets
GGFττ - MJ

trans. GGFττ - ttW GGFWW - ttW
VHττ - ttW VHWW - ttW

GGFττ - Zjets GGFWW - Zjets
VHττ - Zjets VHWW - Zjets
GGFττ - MJ GGFWW - MJ
VHττ - MJ VHWW - MJ

high GGFWW - ttW VHWW - ttW VBFWW - ttW
GGFWW - Zjets VHww - Zjets VBFww - Zjets

Table 3.10: Signals and background BDTs used as input for the 2nd iteration
combined BDT training in the three Higgs mass ranges. Better performance was
seen after dropping VBF-MJ and VH-MJ BDTs from the low mass training, and
dropping all the BDTs trained against multijet from the high mass training.

.
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variable V H vs. GGF(ττ) vs. GGF(WW ) vs.
tt/W jets multijet Z+ jets

(low mass) (int. mass) (high mass)
peT 10 14 10

pj1T 8 15 14
6ET 15 13 13
Mττ 17 10 17
Mjj 5 17 16

∆Rjj 13 9 6
M e

T 1 3 1
M τ

T 6 12 11
HT 7 1 8
ST 12 16 15
VT 3 11 2

A( 6ET , 6HT ) 4 7 5

∆φ(6ET , 6Etrk
T ) 11 2 3

min ∆φ( 6ET , jets) 16 4 4
S 2 8 7

∆η(jj) 14 6 9
pτT 9 5 12

Table 3.11: Rank of each input BDT variable (1 is most discriminating) for repre-
sentative BDTs
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Figure 3.23: Legends for all histograms.
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Figure 3.24: BDT outputs for low Higgs mass, trained between the tt and W + jets

backgrounds and the signals (a), (b) GGFττ , (c), (d) VHττ , and (e), (f) VBFττ . The
linear outputs are on the left and the log outputs are on the right. In the linear
outputs the signals are plotted separately from the backgrounds so that the shapes
can be more easily seen; the negative values on the y-axis for the signals should be
ignored.
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Figure 3.25: BDT outputs for low Higgs mass, trained between the Z + jets back-
ground and the signals (a), (b) GGFττ , (c), (d) VHττ , and (e), (f) VBFττ . The
linear outputs are on the left and the log outputs are on the right.

73



BDT_ggf_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

 E
n

tr
ie

s

-100

-50

0

50

100

150
 KS test =0.0574610712

 FoM =-6.78233265

BDT_ggf_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 E
nt

rie
s

1

10

210

(a) (b)

BDT_wh_zh_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

 E
n

tr
ie

s

-60

-40

-20

0

20

40

60

80  KS test =0.181414518

 FoM =-0.149826993

BDT_wh_zh_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 E
nt

rie
s

10

210

(c) (d)

BDT_vbf_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

 E
n

tr
ie

s

-80

-60

-40

-20

0

20

40

60

80
 KS test =0.0082262074

 FoM =-0.596983978

BDT_vbf_qqtt_mlow_mj
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 E
nt

rie
s

1

10

210

(e) (f)

Figure 3.26: BDT outputs for low Higgs mass, trained between the multijet back-
ground and the signals (a), (b) GGFττ , (c), (d) VHττ , and (e), (f) VBFττ . The
linear outputs are on the left and the log outputs are on the right.
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Figure 3.27: BDT outputs for intermediate Higgs mass, trained between the tt and
W + jets backgrounds and the signals (a), (b) GGFττ , (c), (d) GGFWW , (e), (f)
VHττ . The linear outputs are on the left and the log outputs are on the right.
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Figure 3.28: BDT outputs for intermediate Higgs mass, trained between the tt and
W + jets backgrounds and the signal (a), (b) VHWW , and between the Z + jets

background and the signals (c), (d) GGFττ , and (e), (f) GGFWW . The linear
outputs are on the left and the log outputs are on the right.
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Figure 3.29: BDT outputs for intermediate Higgs mass, trained between the
Z + jets background and the signals (a), (b) VHττ and (c), (d) VHWW , and be-
tween the multijet background and the signal (e), (f) GGFττ . The linear outputs
are on the left and the log outputs are on the right.
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Figure 3.30: BDT outputs for intermediate Higgs mass, trained between the multi-
jet background and the signals (a), (b) GGFWW , (c), (d) VHττ , and (e), (f) VHWW .
The linear outputs are on the left and the log outputs are on the right.
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Figure 3.31: BDT outputs for high Higgs mass, trained between the tt andW + jets

backgrounds and the signals (a), (b) GGFWW , (c), (d) VHWW , and (e), (f) VBFWW .
The linear outputs are on the left and the log outputs are on the right.
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Figure 3.32: BDT outputs for high Higgs mass, trained between the Z + jets

background and the signals (a), (b) GGFWW , (c), (d) VHWW , and (e), (f) VBFWW .
The linear outputs are on the left and the log outputs are on the right.
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Figure 3.33: BDT outputs for high Higgs mass, trained between the multijet back-
ground and the signals (a), (b) GGFWW , (c), (d) VHWW , and (e), (f) VBFWW .
The linear outputs are on the left and the log outputs are on the right.
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Figure 3.34: After a cut has been made requiring cBDT 0.4: BDT outputs for low
Higgs mass, trained between the GGFττ signal and (a) the MJ background, (b)
tt and W + jets backgrounds, (c) Z + jets backgrounds, and between the VBFττ
signal and (d) the MJ background, (e) tt and W + jets backgrounds, (f) Z + jets

backgrounds. Ideally the background trained against should not be in the signal
region. The VBFττ vs. MJ BDT is seen as especially unhelpful as an input to the
cBDT. The black line is the sum of all signals, multiplied by 500.
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Figure 3.35: After a cut has been made requiring cBDT>0.4: BDT outputs for
low Higgs mass, trained between the VHττ signal and (a) the MJ background, (b)
tt and W + jets backgrounds, (c) Z + jets backgrounds. The VHττ vs. MJ BDT
is seen as especially unhelpful as an input to the cBDT, since so much of the MJ is
left at the signal side.
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Figure 3.36: After a cut has been made requiring cBDT>0.4: BDT outputs for
high Higgs mass, trained between the VHWW signal and (a) the MJ background,
(b) tt and W + jets backgrounds, (c) Z + jets backgrounds; between the VBFWW

signal and (d) the MJ background, (d) tt and W + jets backgrounds, (f) Z + jets

backgrounds; between the GGFWW signal and (g) the MJ background, (h) tt and
W + jets backgrounds, (i) Z + jets backgrounds.
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Figure 3.37: The combined BDTs made with all of the individual BDT inputs in
the training on the left, and with the optimized inputs on the right.
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3.8 Systematic Uncertainties

Experimental systematic uncertainties are evaluated for the sources listed
in Table 3.12. In general each source of systematic uncertainty is varied by ±
1 standard deviation, propagated to the cBDT output, and compared to the
central cBDT output. Some systematics are estimated with special control
samples, and some are taken from standard DØ/Higgs Group determinations.
All are described below. Sources which vary the shape of the cBDT distribu-
tion are noted in the table, and in these cases the shape variation is carried
through to the limit setting. Those affecting only the normalization of the
cBDT output are called “flat”.

• The uncertainty on the integrated luminosity is considered to be flat with
value of 6.1%. This uncertainty can be decomposed into a component of
4.1% that is unique to DØ and a 4.6% component owing to uncertainty
in the luminosity cross section which is fully correlated with CDF.

• The uncertainty on the efficiencies of e ID, track match, and isolation is
taken to be flat with value of 4% .

• The uncertainty on the electron trigger efficiency is taken to be flat with
value of 2%.

• The cross section uncertainties are taken from the standard Tevatron
TeVNPHWG and DØ Higgs group accords. A systematic uncertainty
of 6% is used for the Higgs signal cross sections to account for possible
differences among the several Higgs processes used in this analysis.

• The uncertainty associated with the vertex confirmation of jets is taken
to be 4% on the final cBDT discriminant.

• The uncertainty due to the tau energy scale correction is considered to
be flat and is taken as an average (weighted by our relative yields for dif-
ferent tau types) of the tau-type-specific uncertainties. The uncertainty
is 9.8%.

• The uncertainty due to the tau track efficiency is taken to be flat with a
value of 1.4%.

• The uncertainty for the tau selection, background subtraction and vari-
ations in efficiency with tau momentum is taken to be 6.5% taken from
the weighted average over tau types, (21%, 3.5% and 8.5%) respectively
for tau types (1, 2, 3).
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• The uncertainty due to the PDFs is obtained from the CTEQ6L1 LHPDF
eigenvector set, and is applied as a shape independent uncertainty. At
present this uncertainty is taken at 2% for all signals and backgrounds
except the tt background for which we take 6%.

In the case of the systematics listed below, statistical fluctuations in shape
distributions led to problems when using the uncertainties in the final limit
setting. To smooth the shapes we fit them to functions (a combination of
exponentials and polynomials) and then filled them with higher statistics. This
is done separately for the central value and ±σ variations, and for Z + jets, tt,
W + jets, MJ backgrounds, and combined signals. (The diboson background
is a very small contribution and the shape systematics are not rederived on
that sample.) An example of the fitting is shown in Figure 3.38. The other
shape systematics are shown in the appendix.

• The uncertainty due to the jet-id and jet reconstruction efficiency is
estimated by varying the jet-ID scale factors by ±1σ. The scale factors
are varied in the same way for the uncertainty due to the jet energy
resolution (JER) and the jet energy scale (JES). Figures A.1 through A.3
in Appendix X show the overlaid and fractional comparisons of the cBDT
distributions between the nominal and shifted efficiencies for signal and
Z+ jets, W+ jets and tt backgrounds.

• Two alternate MJ enriched samples were studied to calculate a MJ back-
ground uncertainty; these are described in Section 3.5 and generally
involve alternately taking a low NN τ and a loosely selected e. We re-
calculate the cBDT for all three cases. For the case in which the low NN
τ and tight electron is used, the shape variation from the normal MJ
sample is tiny. We therefore decided to take the positive and negative
difference between the normal and the high NN τ - loose e sample as the
systematics on the MJ. The positive and negative differences from the
nominal are shown in the appendix in Figure A.1 (d).

• The systematic uncertainty on the MJ normalizations is taken to be the
uncertainty on the scale factors ρ obtained from the nominal baseline
sample (Table 3.5), weighted by the tau type fractions.

3.9 Limits

We use a modified frequentist method to calculate confidence level limits
with the program Collie, which is described in some detail in this reference:
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Source type Uncertainty (%)
Luminosity (DØ specific) flat 4.1

Luminosity (Tevatron common) flat 4.6
e ID, track match, iso. flat 4

e trigger flat 2
τ energy correction flat 9.8
τ track efficiency flat 1.4
τ selection by type flat 12, 4.2, 7
W/Z+light flavor XS flat 6.0
tt, single top XS flat 10.0

jet vetex confirmation flat 4.0
diboson XS flat 7.0

VH signal XS flat 6.2
VBF signal XS flat 4.9

GGF signal XS PDF flat 29
GGF signal XS normalization flat 33

GGFHpT
shape 1.0

Jet ID/reco eff. shape ≈ 20
Jet E resolution. shape ≈ 10

JES shape ≈ 15
jet pT flat 5.5
PDF shape 2 - 6

MJ normalization flat 4.7
MJ shape shape 15 - 20

Table 3.12: Systematic uncertainties (in percent) on the final cBDT.
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[22]. This method creates pseudo experiments for a background-only scenario
and a signal-plus-background scenario. The pseudo experiment results are
then compared to the expected signal and background in a likelihood, derived
from a hypothesis significance:

Q(−→s ,
−→
b ,
−→
d ) =

NC∏
i=0

Nbins∏
j=0

(s+ b)
dij

ij e
−(s+b)ij

dij!
/
b
dij

ij e
−bij

dij!
(3.12)

LLR(−→s ,
−→
b ,
−→
d ) = −2 log(Q) =

NC∑
i=0

Nbins∑
j=0

sij − dij ln(1 +
sij
bij

) (3.13)

where −→s is the set of signal estimations,
−→
b is the set of background estima-

tions,
−→
d is the result of a particular pseudo experiment, NC is the number

of signal channels being added together, and Nbins is the number of bins in
the final discriminant. The final discriminant used here is the cBDT. The
eτjj analysis combines the 9 signals before calculating the limit so NC is one,
but when combining the eτjj and µτjj analyses NC is two. Systematics are
included in the limit as follows: the hypothesis prediction is varied within
the systematic uncertainties and a minimization is performed to give the best
fit of the prediction to the data (the fit includes weight penalties which are a
function of the deviation of the hypothesis from nominal). For example a 4.1%

Figure 3.38: Fit to the variation in tt background due to varying the JES by ± one
standard deviation.
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systematic on Luminosity means the Luminosity according to a Gaussian with
σ = 4.1% and the best fit value in that range is found.

Figure 3.39 shows an example of the LLR distribution for the signal +
background and background-only pseudo experiments and for the data (this
is only an example, not the tautaujj data). If the data (here the black vertical
line) was in agreement with the background-only scenario it’s LLR would fall
in the middle of the background-only curve (green), and if the data agreed
with the signal+background scenario it would fall at the peak of the (red)
signal+background curve (assuming perfect modeling). We would like to plot
the LLR versus the Higgs mass; an example of how the ±σ bands are carried
into this plot is shown in Figure 3.40. The LLR plot versus Higgs mass for
the eτjj data and background estimation is shown in Fig. 3.41.

As the data LLR usually falls somewhere between the background-only
and signal+background LLR curves (due to imperfect modeling), we would
like a quantity to designate how signal-like and how background-like it is.
We use Confidence Levels (CL), where, CLs+b is defined as the fraction of
signal+background pseudo experiments less signal-like than data, and CLb, as
the fraction of the background-only pseudo experiments less signal-like than
data. A purely Frequentist approach to confidence levels would use CLs+b as
the figure of merit. In order to make the quantity more robust to possible
background mismodeling, we use,

CLs =
CLs+b
CLb

(3.14)

Since we do not see evidence for the Higgs, we use (1 - CLs), as the con-
fidence level that the Higgs does not exist. If we were to see a value of (1-
CLs) greater than 95% we would say that the Higgs most likely does not exist.
(There would be a 5% chance that, due to random fluctuations, the Higgs was
not observed but does exist.) In the tautaujj channel the (1- CLs) is less than
95%. We calculate how much the predicted signal would have to be inflated
in order for us to say that our data rules out the signal at 95%. This is listed
in Table 3.13. The CLfit2 limits include systematics, but the CLfast limits
do not (they are done as a check before the CLfit2). At a Higgs mass of 115
GeV, if the Higgs cross section were 32.8 times higher, we could say our data
ruled out the Higgs at 95% confidence level. The expected limit listed is from
our prediction of signal+background. These values are plotted in Figure 3.42.

The results from the eτjj analysis are combined with the results from the
µτjj analysis in Figures 3.44 and 3.43.

In preparation for the 2011 Winter physics conferences the results from the
current Higgs searches at the Tevatron were combined to create one exclusion
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Figure 3.39: Sample distributions of the LogLikelihood for signal+ background
(red) and background-only (green) scenario pseudo experiments. If data gives the
LLR shown by the black horizontal line then CLs+b and CLb can be defined as the
integrals under the curves take from the data line out to higher LLR.

limit. This combined limit is shown in Figure 3.45.

3.10 Conclusions

Results from the DØ Standard Model Higgs boson search in the final state
ττjetjet are presented. No evidence for the Higgs is yet seen so limits are
placed on its existence as a function of Higgs mass. For a Higgs mass of
115 GeV (165 GeV) the ratio of the observed limit to the Standard Model
expectation is 34.0 (55.2). When this search is combined with other Higgs
searches at the Tevatron, the existence of a Higgs with mass between 158 and
173 GeV is ruled out at the 95% confidence level.
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Figure 3.40: An example to show how the 1 and 2 σ error bands are translated
from LLR distributions to LLR versus model parameter plots (our model parameter
is the Higgs mass).
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Figure 3.41: LLR as a function of Higgs mass, for expected background only (black
dotted line), expected with signal + background (red dotted line) hypotheses, and
the observed values (solid black line). The ±1 and ±2σ variations from the expected
background only hypothesis are shown in green and yellow bands respectively.
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Figure 3.43: LogLikelihood ratio verse Higgs mass for the eτjj and µτjj searches
combined.

93



 (GeV)Hm
100 110 120 130 140 150 160 170 180 190 200

 jj
)/

S
M

τ
 l 

→
(H

+X
 

σ
L

im
it

 / 

1

10

)  -1 jj DØ preliminary (L=5.4fbτ l

 

Observed Limit

Expected Limit

 1 s.d.±Expected 

 2 s.d.±Expected Standard Model = 1.0

Figure 3.44: The ratio of the limits to the Standard Model Higgs cross section for
the eτjj and µτjj searches combined.

1

10

100 110 120 130 140 150 160 170 180 190 200

1

10

mH(GeV/c2)

95
%

 C
L

 L
im

it
/S

M

Tevatron Run II Preliminary, L ≤ 8.6 fb-1

Expected
Observed
±1σ Expected
±2σ Expected

LEP Exclusion Tevatron
Exclusion

SM=1

Tevatron Exclusion July 17, 2011

Figure 3.45: The ratio of the limits to the Standard Model Higgs cross section
versus Higgs mass for all the Tevatron Higgs searches combined. The Standard
Model Higgs boson is excluded at a 95% confidence level for a Higgs mass between
156 and 177 GeV.

94



CLfast CLfit2
Higgs mass exp. obs. exp. obs.

105 27.2 36.4 29.4 29.6
110 29.7 38.5 32.2 32.2
115 31.3 43.9 34.0 34.0
120 34.3 47.8 35.4 35.4
125 39.7 54.4 53.2 53.2
130 42.2 58.4 41.1 41.1
135 44.0 62.7 44.2 44.2
140 39.1 50.0 55.8 55.8
145 31.9 40.0 46.7 46.7
150 29.6 41.2 50.8 50.8
155 29.3 39.7 56.0 56.0
160 24.7 32.2 43.0 53.1
165 22.4 30.9 48.8 55.2
170 25.9 33.3 51.5 60.4
175 30.2 42.8 51.5 53.1
180 31.3 40.6 60.7 65.7
185 39.2 52.7 68.1 69.6
190 43.1 60.2 64.9 68.7
195 42.4 57.9 72.7 79.6
200 52.6 74.2 71.0 72.4

Table 3.13: The ratio of the expected and observed 95% C.L. limits to the SM
expectations.
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Part III

Calorimeter Calibration at ATLAS
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Chapter 4

Zee Calibration at ATLAS

This section gives a brief introduction and overview of the ATLAS Zee
Calibration of the LAr electromagnetic calorimeter. Section 2 of the appendix
has a copy of the note on Zee calibration published in 2008 here: [25]. The
note gives the details of the calibration and how it was tested with monte carlo
simulations.

Figure 4.2 shows a diagram of one section of the EM calorimeter. It is
divided radially into three layers, increasing in width moving away from the
beam line. The Zee calibration is designed to correct for long range variations
in energy response in the EM calorimeter. In this case “long range” means
variations over ranges of the order of ∆η x ∆φ = 0.2 x 0.4. (There are 400
regions of this size in the calorimeter.) The calibration uses electrons from
Z decay to intercalibrate the regions. In general electrons from Z’s will pass
through two separate regions of the calorimeter, and it is easy to see that the
sum of the energy of the two regions can be calibrated to the known Z mass.
With enough statistics, the energy of each individual region can be calibrated.
The details are described in the appendix.

The Zee calibration is now being applied at ATLAS with calibration factors
derived from the 2010 data (

√
s = 7 TeV). The data taking periods called A

through I were used, which makes up about 39 pb−1 of data. About 14,000
Zee events passed electron cuts used for the calibration. Some changes have
been made since the plan outlined in the note. The statistics from the 2010
data set are not high enough to allow the calibration to be done in bins of
∆η x ∆φ = 0.2 x 0.4 because there are too few electrons in each region. The
current calibration uses just 58 bins which are only a function of η. In the
2008 note we used Z line shape derived from a Breit-Wigner distribution, but
the current calibration uses the full reconstructed monte carlo Z → ee peak,
which takes into account both effects from theory (Breit-Wigner shape, γ
contribution, Z−γ interference, parton density function, final state radiation)
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and experimental effects (detector resolution, effect of bremsstrahlung). Also,
the note included the calorimeter barrel and end caps, but did not deal with the
forward calorimeter. The forward calorimeter is now included out to |η| <4.9.

Figure 4.3 shows the results from the calibration derived with 2010 data.
Corrections are applied at the (0.025 x 0.0245) cell level in the calorimeter (see
Fig. 4.2), according to

Ecalibrated = Eoriginal
1

(1 + α)
. (4.1)

The binning in Fig. 4.3 was chosen to optimize the energy resolution after
the correction factors are applied. In the barrel calorimeter (|η| < 1.37) the
correction factors are on the order of ≈ ± 1%; in the end caps (1.52 < |η| <
2.47) it is ≈ ± 2%; in the forward calorimeter (|η| > 2.4) the corrections are
larger, on the order of ≈ ± 5%.

Figure 4.1: The a diagram of the ATLAS Calorimeter.
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Figure 4.2: The a section of the ATLAS Calorimeter.

Figure 4.3: The calibration factors derived with the 2010 ATLAS data set, as a
function of η. The correction factor is defined in Eq. 4.1.
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Figure A.1: Fractional systematic variations of the high mass cBDT for the signal
due to (a) JER, (b) JES, (c) JetID, and for (d) the MJ background due to the MJ
shape estimation, and for the tt background due to (b) JER and (d) JES.
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Figure A.2: Fractional systematic variations of the high mass cBDT for the (a) tt
background due to JetID, for the Wjets background due to (b) JER, (c) JES, and
(d) JetID, and for the Zjets background due to (e) JER, and (f) JES.
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Figure A.3: Fractional systematic variations of the high mass cBDT for the (a)
Zjets background due to JetID.
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Appendix B

Appendix: Zee Calibration at ATLAS

Presented here is the note describing the proposed calibration of the AT-
LAS LAr Calorimeter using Zee events written in 2008 using Monte Carlo
simulation and published in: [25].

B.0.1 Motivation

The calorimeter resolution is given by

σE
E

=
A√
E
⊕ B

E
⊕ C. (B.1)

The coefficient A is referred to as the sampling term, B, as the noise term, and
C, as the constant term. In the EM calorimeter, the construction tolerances
and the calibration system ensure that the response is locally uniform, with a
constant term < 0.5% over regions of size ∆η×∆φ = 0.2 × 0.4. This has been
shown with test beam data [26]. Electron pairs from Z boson decays can then
be used to intercalibrate the 384 regions of such size within the acceptance
of |η| <2.4. These regions must be intercalibrated to within 0.5% in order
to achieve a desired global constant term of < 0.7%. The basic idea of this
calibration method is to constrain the di-electron invariant mass distribution
to the well-known Z boson lineshape. A second goal of the calibration is to
provide the absolute calorimeter electromagnetic energy scale. This must be
known to an accuracy of < 0.1% in order to achieve the ATLAS physics goals.

B.0.2 Description of the method

Long-range non-uniformities can arise for many reasons, including varia-
tions, impurities and temperature changes in the liquid argon, the amount
of up-stream material, mechanical deformations, and changes in high voltage
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(as localized calorimeter defects may necessitate operating a small number
of channels below nominal voltage). For a given region, i, we parametrize
the long-range non-uniformity modifying the measured electron energy as
Ereco
i = Etrue

i (1 + αi). Neglecting second-order terms and supposing that the
angle between the two electrons is perfectly known, the effect on the di-electron
invariant mass is:

M reco
ij 'M true

ij (1 +
αi + αj

2
= M true

ij (1 +
βij
2

), (B.2)

where βij ≡ αi + αj.
The method to extract the α’s is fully described in [27] and is done in

two steps. First, the β’s are determined, then the α’s. For a given pair of
regions (i, j), the coefcient βij and its associated uncertainty are determined
by minimizing the following log-likelihood:

− lnLtot =

Nij∑
k=1

− lnL(Mk/(1 +
βij
2

), σM,k) (B.3)

where k counts all selected events populating the pair of regions (i, j), Mk is
the di-electron invariant mass of event k, and L(M,σM) quantifies the com-
patibility of an event with the Z boson line shape and is described below. Fits
with only one event are removed. Once the β’s are determined from the mini-
mization, the α’s can be found from the overdetermined linear system given by
βij ≡ αi+αj. This is done using a generalized least squares method, and gives
an analytic solution. The Z boson line shape is modeled with a relativistic
Breit-Wigner distribution [28] [29]:

BW (M) ∼ M2

(M2 −M2
Z)2 + Γ2

ZM
4/M2

Z

(B.4)

where MZ and ΓZ are the mass and the width of the Z boson. They were mea-
sured precisely at LEP; the values used are, respectively, 91.188 ± 0.002 GeV
and 2.495 ± 0.002 GeV [30]. In proton-proton collisions, the mass spectrum of
the Z boson differs from the Breit-Wigner shape of the partonic process cross
section. The probability that a quark and antiquark in the interacting pp sys-
tem produce an object of mass M falls with increasing mass. In order to take
this into account, the Breit-Wigner is multiplied by the ad-hoc parametriza-
tion L(M) = 1/Mβ. The parton luminosity parameter β is assumed to be a
constant and is determined by fitting the Z boson mass distribution obtained
with events generated with PYTHIA version 6.403 [10]. Figure B.1 shows the
Z boson mass distribution fitted with a Breit-Wigner with and without the
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(a) (b)

Figure B.1: (a) The Z line shape, for PYTHIA events fitted with a Breit-Wigner
distribution with (solid line) and without (dashed line) the parton luminosity factor.
χ2/NDOF is 1.09 and 3.96, respectively. (b) Residual distribution fitted with a
Gaussian.

parton luminosity factor. The fitted value of the parameter β is 1.59 ± 0.10;
this will be used in the following. Since the photon propagator and the inter-
ference term between the photon and the Z boson were not taken into account
in the previous parametrization, the parton luminosity term also accounts for
the effects of these two terms. Finally, in order to take into account the finite
resolution of the electromagnetic calorimeter, the Breit-Wigner multiplied by
the parton luminosity term is convoluted with a Gaussian:

L(M,σM) =

∫ +∞

−∞
BW (M − u)L(M − u)

e−u
2/2σ2

M

√
2πσM

du (B.5)

where σM is the resolution of the measured mass. It is related to the electron
energy resolution via

σM
M

=
1

2

√
(
σE1

E1

)2 + (
σE2

E2

)2 (B.6)

At |η| = 0.3, the sampling term of the electron energy resolution is equal to
10.0% and increases with increasing |η|. Technically, the integral is converted
to a discrete summation over the convolution parameter u which takes values
between −5σM and +5σM .

B.0.3 Generator-level tests

The method is first tested on generator-level Z → ee Monte Carlo events.
These were generated using PYTHIA 6.403 with MZ = 91.19 GeV and ΓZ =
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(a) (b)

Figure B.2: (a) Mean value of the Gaussian fitting the residual distribution as a
function of the number of iterations for different mean values of the injected α’s;
(b) Constant term as a function of the number of events or as a function of the
luminosity.

(a)αfit(solid), αtrue(dashed) (b)αfit-αtrue

Figure B.3: Fit results with distorted geometry and αinj =0.
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(a) (b)

Figure B.4: αfit distributions with αinj=0 and with distorted(ideal) geometry
shown in full(open) circles. Figure (a) shows αfit integrated over φ as a function of
η. Figure (b) shows αfit integrated over η as a function of φ, fitted in two separate
regions.

(a) αfit and αtrue+αinj (dashed) (b)αfit - (αtrue+αinj)

Figure B.5: Fit results with distorted geometry and additional injected biases.
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2.495 GeV. Events are required to have at least one electron with pT > 10 GeV
and |η| <2.7 and a di-electron invariant mass Mee > 60 GeV. To simulate the
detector resolution, generated electron energies are smeared to obtain σE/E
= 10%/

√
E.

For each calorimeter region, i, a bias, αi, is generated from a Gaussian dis-
tribution with a mean µbias and width σbias. These will be called the injected
α’s, αinj. For the first tests, µbias is fixed to 0 and σbias to 2%. The calibra-
tion method explained above is applied to 50,000 events after selection. The
residual distribution (αfit − αinj) is shown in Fig. B.1(b). The mean value of
the residual distribution corresponds to the energy scale, and its width to the
energy resolution. Thus it can be seen that the fitting method gives unbiased
estimators of the injected αs.

In the case where µbias is different from zero, the mean value of the residual
distribution will be different from zero. For example, for µbias = -3%, 〈αfit −
αinj〉 = 0.1%. This is a consequence of neglecting the higher-order terms in the
Taylor expansion of Eq. B.2. Iterating the procedure twice suffices to recover
an unbiased estimate of the α’s, as shown in Fig. B.2(a). Figure B.2(b) also
shows the resulting uniformity. After the fit, the RMS of the distribution
has been reduced from 2% to 0.4%. The RMS of the residual distribution is
a measure of the expected long- range constant term. Figure B.2(b) shows
the long-range constant term as a function of the number of reconstructed
Z → ee decays or of the integrated luminosity assuming an event selection
efciency of 25%. Therefore, by summing the local constant term of 0.5% with
the long-range constant term of 0.4% obtained here, a total constant term of
about 0.7% could be achieved with ≈100 pb−1. These results assume perfect
knowledge of the material in front of the electromagnetic calorimeter.

B.0.4 Results with distorted geometry

The previous section showed results based on generator-level Monte Carlo.
The results in this section use PYTHIA events with full detector simulation
and reconstruction, using a geometry with additional material in front of the
electromagnetic calorimeter.

The number of events available is 349,450 corresponding to an integrated
luminosity of ≈200 pb−1. Events with at least two reconstructed electrons are
kept. The two leading electrons are required to be of at least medium quality
[31], to have pT > 20 GeV and |η| < 2.4, and to be of opposite sign. Finally,
the di-electron invariant mass is required to be within 80 < Mee < 100 GeV.
The total selection efciency is 21.5%; the efficiency for finding two electron
candidates within |η| < 2.4 is 50%. The calibration method is applied rst
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without injecting any biases (αinj = 0 for all regions). However, the presence
of the misalignments and extra material means that there will be some biases
intrinsic to the simulation. These true biases can be estimated using generator
information:

αtrue,i =
1

Ni

Ni∑
k

preco,kT − pgen,kT

pgen,kT

(B.7)

where k counts over the Ni electrons falling in region i, and preco,kT and pgen,kT are
the reconstructed and true transverse momenta of electron k. The distribution
of αtrue is shown in Fig. B.3(a), as is the results of the fit. The low-end tail
corresponds to regions located in the gap between the barrel and end- cap
cryostats (Fig. B.4(a)), where the density of material has been increased by
a factor of 1.7. There is fair agreement between the α’s extracted using the
data-driven method and those estimated from generator information. Figure
B.3(b) shows the difference between αfit and αtrue; a Gaussian fitted to this
distribution has a mean of 0.1% and a width of 0.5%. The distribution of
αfit as a function of η and φ is shown in Fig. B.4 for the ideal and distorted
geometries. The asymmetry between positive and negative φ is due to the
effect of the extra material in the inner detector at positive φ. The difference
between positive and negative φ values is about 0.6%.

The same exercise is also done by introducing, on top of the non-uniformities
due to extra material, a bias αinj generated from a Gaussian distribution with
a mean µbias = 0 and width σbias = 2%. Results are shown in Fig. B.5. The
Gaussian tted to this distribution also has a mean of 0.1% and a width of
0.5%.

One can conclude that, using ≈87, 000 reconstructed Z → ee events (which
corresponds to about 200 pb−1), and with an initial spread of 2% from region
to region, the long-range constant term should not be greater than 0.5%. This
should give an overall constant term ≈0.7%. The bias on the absolute energy
should be small and of the order of 0.2%. If the exercise is repeated with only
100 pb−1 of data, the Gaussian fitted to the residual distribution also has a
mean of 0.2%, but the width is larger, leading to a long-range constant term
of 0.8%.

B.0.5 Estimation of the systematic uncertainty on the
energy scale

The absolute energy scale has been obtained using electrons from Z →
ee decays. It has been determined on events simulated with the misaligned
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geometry while the longitudinal weights were found with the ideal geometry.
On top of the non-uniformities due to extra material, a bias modeling the
calorimeter non-uniformities is introduced and is generated from a Gaussian
distribution with a mean µbias = 0 and width σbias = 2%. The resulting bias
on the energy scale can be assessed by comparing the tted αs with those from
generator information; the bias is equal to 0.2%. This bias is understood and
is due to the fact that the model of the Z boson line shape does not take
into account the effects of bremsstrahlung. Work is ongoing to improve this
deficiency.

The background has been neglected but it has been checked that the con-
tribution from QCD events where the two jets are misidentied as electrons is
small. Thus, it should have a negligible effect on the determination on the
energy scale.

Electrons from Z boson decays have a pT spectrum with a maximum value
around 45 GeV. Care will thus have to be taken to extrapolate the calibration
obtained from Z → ee decays to electron energy regions not well populated
by these events. Corrections determined with Z boson decays were applied to
single electron samples with different generated transverse momenta (20, 40,
120, and 500 GeV) reconstructed with the misaligned geometry. Figure B.6
shows 〈αtrue〉 after correction as a function of pT for four |η| bins. In principle,
〈αtrue〉 should be equal to zero. This is true for the 40 GeV electron sample at
a level of 0.2% excepT in the bin (1.4 < |η| < 2.0) containing the crack region.
For central electrons (|η| < 0.6), the dependence versus pT is smaller than
0.5%. The effect is worse for non-central electrons. For instance, at pT = 120
GeV, αtrue after corrections varies from 1 to 1.6 percent. This non-linearity is
due to the presence of extra material in front of the calorimeter.

To conclude, at the Z boson energy scale, the estimate of the systematic
uncertainty is around 0.2%. At other energy scales, the systematic uncertainty
is dominated by effects of extra material. For central electrons, corrections can
be extrapolated over the full pT spectrum to a level of 0.5%. The linearity is
degraded for non-central electrons at a level of 1 or 2 percent except in the
crack region where it is worse. These numbers depend on the amount of extra
material added to the misaligned geometry compared to the ideal geometry
and will likely be different with real data.

The performance presented here corresponds to our current understanding
of the determination of the absolute energy scale. Improvements are expected
to achieve systematic uncertainties smaller than 0.5%. For instance, including
information from the E / p ratio measured for isolated high-pT electrons from
W → eν decays will compliment the direct calibration of the absolute scale
with Z → ee events. Photon conversions can also help to determine the
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amount of material in front of the calorimeter.

Figure B.6: 〈αtrue〉 after correction as a function of pT for four η bins.
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